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Matrice
S

1

‘H Matrices are arrays of numbers whose size is referred to as the number of rows by the number of columns.

* The numbers are called the elements, or entries, of the matrix.
«  Example:

[6424
1 =9 8

This matrix has 2 rows and 3 columns. It is a 2x3 matrix.



1.1

Types of
Matrices

1.  Row matrix: A row matrix has only one row

2. Column matrix: A column matrix has only one column.
Eg. |1 | Acolumn matrixis also called a vector.

2
3

3. Square matrix: A square matrix has an equal number of rows and columns.

T ] P ix)
.g. g 2 2 X3 square matrix

t 2



1.1

Types of
Matrices

4. Diagonal matrix: A diagonal matrix has non-zero diagonal elements and all other elements are zero.

E.g.
4 0 O
- 2 19
I )

5. S("‘Z" “6*""'0" scalar matrix has all main diagonal entries the same, with zero everywhere else:

eg [0 4 0
0 0 4



Types of
Matrices

1.1

6. Triangular matrix:
a. Lower Triangular matrix is a matrix where all entries above the main diagonal are zero.

E& 4 0 0
[2 3 0]
5 42

b. Upper Triangular matrix is a matrix where all entries below the main diagonal are zero
Eg 14 2 1

B 530 &

g U 2



Types of
Matrices

7. Null matrix: A null matrix has all of its elements as zero.

1.1

8. Identity Matrix: An identity matrix is a square matrix that has 1s on the main diagonal and Os everywhere else.

lts symbol is |

It is the matrix equivalent of the number 1; multiplying a matrix with the identity matrix keeps the original

matrix unchanged:

AXI=A
IXA=A
1 0 O
=l 1o
0 0 1

This is a 3 x 3 identity matrix



Matrix
Notation

A matrix is usually denoted by a capital letter (such as A or B)

1.2

Each entry (or "element”) is shown by a lower case letter with a "subscript” of row, column

Example:

s A1 Q12 Qg3
a1 QA A3



Matrix
Addition

To add two matrices, add the numbers in the matching positions

1.3

The two matrices must have the same size, i.e. the rows must match in size and the columns must also

match in size.
* Example:

AR e A



1.3

Matrix Addition &
Subtraction

For matrix addition or subtraction, the two matrices must have the same size, i.e. the rows must match in size

and the columns must also match in size.

To add two matrices, add the numbers in the matching positions
« Example

oo+l Sl=3T eol=ls 2

* To subtract two matrices: subtract the numbers in the matching positions: subtracting is actually defined as the

addition of a negative matrix: A + (-B).

[ 2‘_[‘; ] [4—1 6— (9)] [3 15]

* Examp!:
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1.4

Matrix
Transpose

*  To "transpose” a matrix, swap the rows and columns.

*  Weputa "T"in the top right-hand corner to mean transpose

*  Example:

6 4 24

o= [1 —9 8
6 1

AT =] 4 19]
24 8

An square matrix A is symmetric provided A= A

11



Multiplication by a
Constant

1.5

* We can multiply a matrix by a constant
* We call the constant a scalar, so officially this is called "scalar multiplication”.
Example:

4 01 [2x4 2x071 0
2% |4 —9]_ 2x1 2x-9] " I2 —18]

12



Matrix
Multiplication

Matrix Multiplication is an operation that depends on the order of matrices.
The number of columns of the 1st matrix must equal the number of rows of the 2" matrix. A x B is defined

1.5

only if, no of columns in A=no of rows in B
And the result will have the same number of rows as the 1st matrix, and the same number of columns as
the 2nd matrix.

If Ais a m x n matrix, B is a n x p matrix, then A x B is a m x p matrix
Matrix multiplication is not commutative. i.e. when we change the order of multiplication, the answer

changes.

AB # BA

13



1.5

Matrix
Multiplication

Matrix Multiplication is row by column
If Ais a 2 x 3 matrix, Bis a 3 x 2 matrix, then Cis a 2 x 2 matrix

So,

= ey e

Cik = Z a;ijbjk

j=1

C11 = Q11b11 + @y2by1 + aq3bsg
C12 = A11b12 + @y2b3; + ag3bs;
C21 = Az1b11 + az2by; + azsbsg
C22 = A21b13 + az2by; + azsbs;

14



1.5 Example

s

Il
ﬁ
N
(60 B

3 7 B
11 12

AxB:[%x7+;x9+gx;1
4X7+5x9+6x11

A8+ 33 8+ 20 + 36
28 +45+ 66 324504 72

58 64
1139 154

IX84+2%x104+3 x12
4 Xx8+5x10+6 x12
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1.6

Properties of Matrix Addition and Scalar
Multiplication

Let A, B, and C be m x n matrices and ¢ and d be real numbers.

1.
2.
3.
4.
5.
6.
7.

A+B=B+A
A+B+C=A+B+C
c(A+B)=cA+cB
( c+d)A=cA+dA
c (dA)= (cd) A
The m x n matrix with all zero entries, denoted by 0, is suchthatA +0=0+A = A.

For any matrix A, the matrix -A, whose components are the negative of each component of A, is such that
A+(-A)=(-A)+A=0

16



1.6

Properties of Matrix Addition and Scalar
Multiplication

Let A, B, and C be matrices with sizes so that the given expressions are all defined, and let ¢ be a real numbers.

1.
2.
3.
4,

ABC)=(AB) C
c(AB) = (cA)B = A(cB)
AB+C)=AB+AC
(B+C)A=BA+CA

17



Inverse of a
Matrix

« The Inverse of a Matrix is the same idea as the reciprocal of a number but we write it A™

*  When we multiply a matrix by its inverse we get the Identity Matrix (which is like "1" for matrices):
AxA™ =1

« Same thing when the inverse comes first:  A7"'xA =1

* Definition: The inverse of Ais A" only when:
AxAT =ATxA=1]

*  Sometimes there is no inverse at all.

18



2.1

Why we need an
Inverse?

With matrices we don't divide as there is no concept of dividing by a matrix. But we can multiply by an

inverse, which achieves the same thing.

Say we want to find matrix X, and we know matrix A and B:
XA = B

It would be nice to divide both sides by A (to get X = B/A), but remember we can't divide. But what if we multiply

both sides by A™'?
XAA" = BA”

And we know that AA™"= 1, so:
Xl = BA™!

We can remove | (for the same reason we can remove "1" from 1x = ab for numbers):

X = BA™
And we have our answer (assuming we can calculate A™).
* Note: Order of multiplication is important.

19



2.2

The Inverse May not
EXist

* The inverse of a matrix , if it exists, is unique

When the inverse of a matrix A exists, we call A Invertible. Otherwise the matrix is called noninvertible.

* Fora2x2matrix A= [(; Z] is invertible if and only if ad -bc # 0

20



Example
1

Find the inverse of the matrix

2

i P

1. 2

e 12] be an inverse of A, B must satisfy
X3 X4

[1 1] [xl xz] _[x1+x3 X2+xg | [1 0]
1 21Ilx3 xa)  |x14+2x3 2x2+4+2x2| 10 1
The matrix equation is equivalent to the system

Xt X, = 1

x,+ x,=0

x,+ 2x3 =0

x,+ 2x,=1

In order for a 2 x 2 matrix B = [

Thus the solution is x,=2,x,=-1Lx,=-1,x, =1, and the inverse matrix is

5

21



Example
2

1 1 -2
Find the inverse of the matrix:A= |_1 2 o ]
g =% -1
Solution:
To find the inverse we placa the idantit, matriv nn the right to form the 3 X 6 matrix
1, 14, =2 J.i 0 0
=1 % o ] 0T 0
g —~1 1 | B’ 1

Now use row operations to reduce the matrix on the left to the identity matrix while performing the same

operationstother[1 0 0 | 2 1 4
d % [ 1,2 2
0 01T | 1T 43
The final result is

22



Example
2

So the inverse matrix is A=1 = [1 1 2

2
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System of Linear
Equations

A system of m linear equations in n variables, or a linear system is a collection of equations of the form:

2.3

ax +ad. x.+ +a x =b
n n

i T, 1
AyXy tay X, + 7+ a, x, =0,
Ay Xy + AgX, + 7+ dy X, = Dy

a x.+a x.+-+a x =b
mi 1 m2 2 mn n m

* This is also referred to as an m x n linear system

24



2.3

Solution to a System of Linear
Equations

A solution to a linear system with n variables is an ordered sequence (s,, s,

satisfledforx.=s, x.=5., ... x =5.
1 1 2 2 n n

The general solution or solution set is the set of all possible solutions.

* Amxnlinear system has either
* aunique solution (consistent system ),

infinitely many solutions (consistent system), or
no solution (inconsistent system)

, ... 8 ) such that each equation is

25



2.4

Triangular Form of a Linear
System

An m x n linear system is in triangular form provided that the coefficients a;=0 wheneveri > j.

In this case we refer to the linear system as a triangular system.
Example:

X, = 2x%,+ x; = -1
X,=3x;3=5

xy=2

When a linear system is in triangular form, then the solution set can be obtained using back

substitution.

In the above triangular system, we can see that x, = 2. Substituting this in the second equation, we obtain x,
- 3(2) = 5, so x, = 11. Finally , using these values in the first equation, we have x, - 2(11)+ 2 = -1, so x, = 19.

The solution is written as (19,11,2)

26



Equivalent
Systems

2.5

* Two linear systems are equivalent if they have the same solutions.

Performing any of the following operations on a linear system produces an equivalent linear system:
1.  Interchanging any two equations

2.  Multiplying any equation by a nonzero constant
3.  Adding a multiple of one equation to another.

27



2.5 Example

* Solve
xX+y+z=4
-X-y+z=-2
2x -y +27=2

To convert the system into an equivalent triangular system, we first eliminate the variable x in
the second and third equations to obtain

_:f{’i—i,iiz Ei+E>;—E; Xy +ZZ =_42
e = —2E;+ E3— Es S
2x —y+2z=2 -3y =—6
Interchanging the second and third equations gives the triangular linear system
x+y+z=4 x+y+z=4
2z = 2 E; & Ej3 — -3y =-6

Using back substitution,we havez=1,y=2,andx=4—-y—z=1.

28



2.0

Augmented
Matrix

* Solving a linear system, by elimination method requires only the coefficients of the variables and the

constants on the right-hand side

* The coefficients and the constants can be recorded by using columns as

placeholders for variables.

—4x, +2x, —3x,=11
2x1 — x23;24‘x3_+ chffizo_r(%trix form as O
—2x1 +x,= 4

* This matrix is called the augmented matrix of the linear system
* The augmented matrix with the last column deleted is called the coefficient matrix

—4 2

Can be recorded in

29



2.6 Example

Linear System

xt+y—z=1
2x—y+z=-1
—x—y+3z=2

Using the operations —2E1 +E,-E, and
E1 + E3 - E3, we obtain the equivalent
triangular system:

x+y—z=1
—3y+3z=-3
2z=3

Corresponding Augmented Matrix

11 -1] 1
2 11 | -1
~1-13 | 2

Using the operations —2R1 +R,—>R, and
R1 + R3 - R3, we obtain the equivalent
triangular system:

11 -1 | 1

0 -3 3 | -3

00 2 | 3

30



Operations on Augmented
Matrix

2.0

Any of the following operations performed on an augmented matrix , corresponding to a linear system,
produces an augmented matrix corresponding to an equivalent linear system

1. Interchanging any two rows

2. Multiplying any row by a nonzero constant
3. Adding a multiple of one row to another

31



2.0

Solving Linear Systems with Augmented
Matrix

1. Write the augmented matrix of the linear system

2. Use row operations to reduce the augmented matrix to triangular form

3.  Interpret the final matrix as a linear system (which is equivalent to the original)
4. Use back substitution to obtain the solution

32



2.6 Example

Write the augmented matrix and solve the linear system

x-6y-4z=-5
2x -10y - 9z=-4

-x+6y+5z=3

33



2.6 Example

Solution:

To solve this system, we write augmented matrix:

1 -6 —4 | -5
2 —10-9 | —4
-1 6 5 |
The augmented matrix is reduced to triangular form as follows:
1 -6 —4 | -5 —2R +R,—R,
2 —-10-9 | —4 R, +R,—R,
-1 6 5 | 3

The equivalent triangular linear system is:

xX—6y—4=-5
2y —z=06
z=—-2

Which has the solutionx =—1,y=2,and z = —2




2.6 Example 2

Consider the linear system

The matrix of coefficients is given by

A

Let x and b be the vectors

x
X = ly] and b =
z

Thus the original system can be written as

This is the matrix form of the linear system and x is the vector form of the solution.

x-6y-4z=-5
2x -10y -9z=-4
-x+6y+5z7=3
—6 —4
—-10 —4
6 5
31
Ax=Db
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2.6

Example
2

If Ais invertible, we have

Since matrix multiplication is associative: (A7A )x = A-1b

Thereforex=A""b

A=

Therefore, the solution to the linear system in vector form is given by

2
x=Ab= |-3

[ 2

1
2

1

7

O Nl W
= b

ON| =W
—_— N =N

-2

Thatisx=-1y=2andz=-2

A7 (Ax)=A"D



