
Class: FY BSc

Subject : Numerical methods 

Subject Code: PUSAS201 

Chapter: Unit 2 Chapter 2

Chapter Name: Determinants & vectors 

Lecture  

1



Today’s 
Agenda

2

1. Determinant 
     1. Determinant of a 2x2 matrix
     2. Determinant of a 3x3 matrix
     3. Determinant of any square matrix
     4. Minors and co-factors of a matrix 
     5. Properties of determinants 
     6. Theorem 
     7. Cramers rule 

2. Vectors 
     1. Dot product of two vectors 
     2. Vectors in Rn  
     3. Geometric interpretation 
     4. Addition and Scalar multiplication of vectors 
     5. Eigenvalues & Eigenvectors 
     6. Characteristic equation 



Determinant

3

1
• The determinant of a matrix is a special number that can be calculated from a square matrix. 
• The determinant tells us things about the matrix that are useful in systems of linear equations, helps us find 

the inverse of a matrix, is useful in calculus and more. 
• The symbol for determinant is two vertical lines either side. |A| means the determinant of the  matrix A 
• The matrix must be square (i.e. have the same number of rows as columns). Then it is just basic arithmetic. 

1. For a 2 × 2 matrix

The determinant is: |A| = ad − bc . "The determinant of A equals a times d minus b times c" 

Just remember: Multiplying downwards is positive, multiplying upwards is negative.
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1.1

If: 

The determinant is: |A| = ad − bc . "The determinant of A equals a times d minus b times c" 

Just remember: Multiplying downwards is positive, multiplying upwards is negative.
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1.2
The determinant of the matrix

The computation of the 3 × 3 determinant takes the form

Where the first 2 × 2 determinant is obtained by deleting the first row and first column, the second by deleting 
the first row and second column and the third by deleting the first row and third column
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1.2
Find the determinant of the matrix
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1.3
If A is an 𝑛 × 𝑛 matrix, then 

Thus, the determinant of any square matrix of any size can be found by expanding along any row or column.
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1.4
•  If A is a square matrix, then the minor 𝑀𝑖𝑗, associated with the entry 𝑎𝑖𝑗, is the determinant of the (𝑛 − 1) × (𝑛 

− 1) matrix obtained by deleting row 𝑖 and column 𝑗 from the matrix A. 

• The cofactor of 𝑖𝑗 is 𝐶𝑖𝑗 = (−1 )𝑖+𝑗 𝑀𝑖𝑗 

• The determinant of A is given by the cofactor expansion 

det(𝐴) = 𝑎
11
𝐶

11 
+ 𝑎

12
𝐶

12 
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13
𝐶
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1.4
Find the minors of the following matrix and the determinant using the cofactor expansion

The minors are as follows:

The determinant of A  = 2 (−1) 2  (15 ) + 1 (−1) 3  (−11) − 1 (−1) 4  (−14 )
                                    = 30 + 11 + 15 
                                    = 55
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1.5

Let A be a square matrix 
1. If two rows of A are interchanged to produce a matrix 𝐵, then det (𝐵) = −det (𝐴) 
2. If a multiple of one row of A is added to another row to produce a matrix B, then det (𝐴) = det(𝐵) 
3. If a row of A is multiplied by a real number 𝛼 to produce a matrix B, then det (𝐴) = det (𝐵) 

Let A and B be 𝑛 × 𝑛 matrices and 𝛼 a real number. 
1. det (𝐴𝐵) = det (𝐴) det (𝐵) 
2. det (𝛼𝐴) = 𝛼𝑛 det (𝐴) 
3. det (𝐴𝑡 ) = det (𝐴) 
4. If A has a row (or column) of all zeros, then det(𝐴) = 0 
5. If A has two equal rows (or columns), then det(A)=0 
6. If A has a row(or column) that is a multiple of another row or column, then det(A)=0.
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1.6
Theorem 
A square matrix A is invertible if and only if det(𝐴) ≠ 0 

Corollary 
Let A be an invertible matrix. Then
1. det (𝐴−1 ) = 1 /det 𝐴 
2. The linear system 𝐴𝐱 = 𝐛 has a unique solution for every vector b 
3. The determinant of the matrix A is nonzero.

A matrix that is not invertible is called a singular matrix. 

Thus, if |A|=0, the matrix A is a singular matrix.
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1.7
Let A be an 𝑛 × 𝑛 invertible matrix, and let b be a column vector with𝑛 components. 
Let 𝐴𝑖 be the matrix obtained by replacing the 𝑖th column of 𝐴 with 𝐛. 

If 𝐱 =          is the unique solution to the linear system 𝐴𝐱 = 𝐛, then 
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1.7
Solve the linear system

2𝑥 + 3𝑦 − 𝑧 = 2 
3𝑥 − 2𝑦 + 𝑧 = −1 

−5𝑥 − 4𝑦 + 2𝑧 = 3 

The determinant of the coefficient matrix is given by 

By Cramer’s rule, the solution to the system is 
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2
• A vector is an 𝑛 × 1 matrix. 
• The entries of a vector are called its components. 
For a given matrix A, it is convenient to refer to its row vectors and its column vectors

Then the column vectors of A are:

While the row vectors of A, written vertically, are:
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2.1
Given two vectors

The dot product is defined by
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2.2
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2.3
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2.4
Let u and v be vector

1. The sum of u and v is

 2. The scalar product of 𝑐 and u is  
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2.5

• For any 𝑛 × 𝑛 matrix A, there exists at least one number-vector pair λ,𝐯 such that 𝐴𝐯 = λ𝐯 

• Let A be an 𝑛 × 𝑛 matrix. A number λ is called an eigenvalue of A provided that there exists a nonzero vector 
in ℝ𝒏 such that 𝐴𝐯 = λ𝐯 

• Every nonzero vector satisfying this equation is called an eigenvector of A corresponding to the eigenvalue 
𝝀 

• The zero vector is the trivial solution to the eigenvalue equation.
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2.5
Let 

Find the eigenvalues and corresponding eigenvectors

Solution:
The number λ is an eigenvalue of A if there is a nonzero vector v such that 𝐯 =        such that 0

This matrix equation is equivalent to the system 
λ𝑥 − 𝑦 = 0 
𝑥 − λ𝑦 = 0

Eliminating x we get
(λ2 − 1) 𝑦 = 0
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2.5
Either λ = ±1 𝑜𝑟 𝑦 = 0 
𝑦 = 0 leads to the trivial solution 𝑦 = 0,𝑥 = 0. Since eigenvector has to be nonzero vector, we get λ = ±1 Now for 
λ

1 
= 1, we get 

𝑥 − 𝑦 = 0 
𝑥 − 𝑦 = 0

The solution set is 𝑆 = 

Similarly, for λ
2 

= −1,  the solution set is 𝑆 =

Specific eigenvectors can be found by specifying the value of t For t=1,
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2.6
If A is an 𝑛 × 𝑛 matrix, then

𝐴𝐯 = λ𝐯

For some number λ if and only if
 𝐴𝐯 − λ𝐯 = 𝟎 that is (𝑨 − λ𝐼)𝐯 = 𝐴𝐯 − λ𝐼𝐯 = 0 

This gives us 
𝒅𝒆𝒕 𝑨 − λ𝐼 = 0

The number λ is an eigenvalue of the matrix A if and only if 
𝒅𝒆𝒕 𝑨 − λ𝐼 = 0 

The equation 𝒅𝒆𝒕 𝑨 − λ𝐼 = 0 is called the characteristic equation of matrix A, and the expression 𝒅𝒆𝒕 𝑨 − λ𝐼 is 
called the characteristic polynomial of A. 

The set 𝑉λ 
= { 𝑣𝜖ℝ | 𝐴𝐯 = λ𝐯 }

Is called the eigenspace of A corresponding to λ.
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2.6
Find the eigenvalues and corresponding eigenvectors of

Give a description of the eigenspace corresponding to each eigenvalue. 

Solution :
To find the eigenvalues we solve the characteristic equation
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2.6
For λ=-1, we obtain the solution set

Choosing t=1, we get the eigenvector

The eigenspace is

Similarly we find that vector                   is an eigenvector corresponding to λ2 = −2. The corresponding 
eigenspace is  

 


