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Random 
Variable2
A random variable is a numerical quantity whose value depends on chance.
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Discrete
A random variable is a discrete 

random variable if it can take on no 
more than

a countable number of values.

Continuous
A random variable is a continuous 
random variable if it can take any 

value in
an interval.



Probability 
Function4
• Probability Distribution: Table, Graph, or Formula that describes values a random variable can take on, and its 

corresponding probability (discrete RV) or density (continuous RV).

• Discrete Probability Distribution: Assigns probabilities (masses) to the individual outcomes, denoted by: 
P(x) = P(X=x)

• Continuous Probability Distribution: Assigns density at individual points, probability of ranges can be obtained 
by integrating density function, denoted by: f(x)

• Cumulative Distribution Function: F(X) = P(X≤x)
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Required Properties of Probability Distribution for Discrete Random 
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Calculating 
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Calculating 
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Cumulative Probability 
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x P(X=x) F(x)

1 1/6 1/6

2 1/6 2/6

3 1/6 3/6

4 1/6 4/6

5 1/6 5/6

6 1/6 6/6



Cumulative Distribution 
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Cumulative Distribution 
Function11
• If a random variable is discrete, we say PMF (probability mass function); if a random variable is continuous, we say 

PDF (probability density function). 

• Whether a random variable is discrete or continuous, we always say CDF (cumulative probability function). 
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Expectation of a linear 
function17

 



Variance of a linear 
function18
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Mod
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• Mode = Most Often = Most Observed

• For a discrete rv: Mode is the value where the function P(X=x) has max. value

• For a continuous rv: Mode is the value where pdf, i.e. f(x), is maximum (Use maxima-minima techniques to find 
out the maximum value of f(X)).



Monte Carlo 
Simulation24
• With the advent of high-speed personal computers Monte Carlo simulations have become one of the most 

valuable tools of the actuarial profession. This is because the vast majority of the practically important problems 
are not amenable to analytical solution.

• We outline one basic simulation technique that can be used to simulate values from most of the standard 
distributions. This is known as the inverse transform method. It can be applied to both continuous and discrete 
distributions.



Inverse Transform Method for continuous 
distributions25
 



Inverse Transform Method for continuous 
distributions25
• We can represent this on a diagram as follows. We have a random value, u , between 0 and 1. Recall that the 

cumulative distribution, F(x) , increases from 0 to 1 as x increases:

 



Disadvantage of 
ITM26
 



Inverse Transform Method for discrete 
distributions27
 

• From the graph, we can see that in this particular case our value of u lies between F(2) and F(3) .
• This gives x = 3 as our simulated value.
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