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Introduction1
• The Central Limit Theorem is perhaps the most important result in statistics. It provides the basis for 

large-sample inference about a population mean when the population distribution is unknown and more 
importantly does not need to be known.

• It also provides the basis for large-sample inference about a population proportion, for example, in initial 
mortality rates at given age x, or in opinion polls and surveys. It is one of the reasons for the importance of the 
normal distribution in statistics.
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Examples

Question 1

It is assumed that the number of claims arriving at an insurance company per working day has a mean of 40 and a 
standard deviation of 12. A survey was conducted over 50 working days. Calculate the probability that the sample 
mean number of claims arriving per working day was less than 35.
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Normal 
approximations4
• We can use Central Limit Theorem to obtain approximations to the binomial, Poisson and gamma distributions. 

This is useful for calculating probabilities and obtaining confidence intervals and carrying out hypothesis tests 
on a piece of paper.

• However, it is easy for a computer to calculate exact probabilities, confidence intervals and hypothesis tests. 
Hence, these approximations are not as important as they used to be.
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Binomial distribution Bin(n,p)5
• What is ‘large n’? A commonly quoted rule of thumb is that the approximation can be used only when both np 

and n(1- p) are greater than 5. The ‘only when’ is a bit severe. It is more a case of the approximation is less good 
if either is less than 5. However, this rule of thumb agrees with the answer that it depends on the 
symmetry/skewness of the population.

• Note that when p = 0.5 the Bernoulli distribution is symmetrical. In this case both np and n(1- p) equal 5 when n 
= 10 , and so the rule of thumb suggests that n = 10 is large enough.

• As p moves away from 0.5 towards either 0 or 1 the Bernoulli distribution becomes more severely skewed. For 
example, when p = 0.2 or 0.8 the rule of thumb gives n = 25 as large enough, but, when p = 0.05 or 0.95 the rule 
of thumb gives n = 100 as large enough.
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Gamma distribution7
 



The continuity correction8
 



The continuity correction8
• The diagram below illustrates the problem. The bars correspond to the probabilities for a Bin(10,0.5) distribution, 

whereas the graph corresponds to the probability density function for the normal approximation.

• Since the binomial is a discrete distribution there are no probabilities for non-integer values, whereas the 
normal approximation can take any value. To compensate for the ‘gaps’ between the bars, we suppose that they 
are actually rounded to the nearest integer. For example, the x = 6 bar is assumed to represent values between x 
= 5.5 and x = 6.5 .
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Examples

Question 3

Use a normal approximation to calculate an approximate value for the probability that an observation from a 
Gamma(25,50) random variable falls between 0.4 and 0.8.
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