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i) Comments on the plot

The centers of the distributions differ for all the four cities. Thus there is a prima facie

case for suggesting that the underlying means are different.

The difference between the mean time taken to commute to office in peak hours and

nonpeak hours are in the order City A (highest), City D (lowest).

The variation in the data for City C is lowest compared to City D which appears to be

highest. However, with only 7 observations for each city, we cannot be sure that there is

a real underlying difference in variance.

ii. Following are the assumptions underlying analysis of variance:

The populations must be normal.

The populations have a common variance.

The observations are independent.

iii) We are carrying out the following test:

H0: The mean of differences is same for each city

against

H1: The mean of differences are not the same for all of the cities

To carry out the ANOVA, we must first compute the Sum of Squares

The 5% critical point is 3.009, so we have sufficient evidence to reject H0 at the 5% level.



Therefore it is reasonable to conclude that there are underlying differences between the

cities.

Now we can examine the difference between each of the pairs of means. If the difference

is less than the least significant difference then there is no significant difference between

the means.

We have

Examining to see if the first two groups can be combined

There is a significant between means 1 and 3, so we cannot combine the first two

groups.



Examining to see if the last two groups can be combined:

There is a significant between means 2 and 4, so we cannot combine the last two

groups.

Therefore the diagram remains as before.

4.

a)

b)





c)



5.

[i] The assumptions required for one-way analyses of variance (ANOVA) are:

The populations must be normal

The populations have a common variance

The observations are independent. [1]

The sample variance observed for the four rates appear very different from each other.

Thus, we can clearly see that the assumption that the underlying populations have a

common variance assumption will not hold for the data as they are. [1]

[ii]

[1]

[iii]

The scientist was correct in asserting that the loge transformation must be done before

carrying out a one-way ANOVA as for this transformation it can be claimed that the

assumption of common variance for the underlying population holds. [1]

To justify this, a quick check can be done on the ratio of maximum to minimum sample

variance among the four rates data. A smaller ratio and close to 1 would indicate that

the variances are close enough which in turn implies that the assumption of common

variance for the underlying population holds



Clearly, the transformation logex produces the minimum ratio of maximum to minimum

observed sample variance and that too close to 1. [1]

[iv]



The 1% critical value for F (3, 8) distribution is 7.951.

Given the observed F statistic value is much larger than this, we can state the p-value

for this test is almost near to zero or in other words there is overwhelming evidence

against the null hypothesis H0. Thus it can be concluded that the underlying means are

not equal. [1]



6.

i)

ii)



iii)

iv)

For the simple linear regression model, the value of the coefficient of determination is

the

square of the correlation coefficient for the data, since,

7.





8. i) Factor analysis / Principal Component Analysis is - A method for reducing the

dimensionality of data

It seeks to identify key components necessary to model and understand data [0.5]

Original variables may be

∙ correlated with each other [0.5]

While Newly identified principal components are chosen to be

∙ uncorrelated [0.5]
∙ linear combinations of the original variables of the data [0.5]
∙ which maximise the variance



Correct formula (1 mark)

Sum of PCi (0.5 marks)

Correct calculation ( Marks)2. 5
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