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Today’s Agenda
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1. Zero-Shot Prompting

2. One-Shot Prompting

3. Information Retrieval

4. Creative Writing

5. Content Expansion

6. Content Summarization with Specific Focus

7. Template Filing

8. Prompt Reframing

9. Prompt Combination

10. Chain-Of-Thought Prompting

11. Iterative Prompting

12. Interactive Storytelling and Role-Playing

13. Implicit Information Injection

14. Language Translation with Contextual Nuance

15. Automatic Prompt Engineer



Zero-Shot Prompting
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• Zero-shot prompting involves generating a response without feeding the large language models any 

examples or prior context.

• This technique is ideal when you need quick answers to basic questions or general topics.



Zero-Shot Prompting
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One-Shot Prompting
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• One-shot prompting is about extracting a response based on one example or piece of context provided 

by the user.



Information Retrieval
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• Information retrieval prompting is when you treat large language models as search engines. 

• It involves asking the generative AI a highly specific question for more detailed answers.

• Some LLMs are better at information retrieval prompts due to their data sources. 

• For example, Google’s BARD can access current internet information, while ChatGPT only knows what 

happened before September 2021.



Information Retrieval
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Creative Writing
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• Crafting creative content prompts can help you generate imaginative narratives, captivating stories, and 

unique textual expressions tailored to your audience’s preferences and interests.



Content Expansion
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• The context expansion technique revolves around enriching the information given to the AI to effectively 

enhance its understanding.

• A good way to write context expansion prompts is through the 5 “Ws and How” method, which involves 

expanding the query by asking Who, What, Where, When, Why, and How questions related to the subject 

matter.



Content Expansion
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Content Summarization with Specific Focus
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• Effective prompt engineering is also about directing the AI’s attention to specific parts of the input, 

especially when you want concise summaries with a particular emphasis.

• By crafting precise instructions, you can highlight which elements of the text you want the model to 

prioritize, ensuring the summary captures the essence of the desired focus.

• Suppose you have a comprehensive guide on website optimization techniques, but you’re only 

interested in mobile optimization strategies. In this case, your prompt should clearly indicate it.

• For example, “Summarize this article on website optimization, but only focus on strategies related to 

mobile optimization: [copy+paste article here].”
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Template Filling
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• Template filling involves using placeholders within a standard template, enabling customization of AI-

generated content by substituting specific variables.

• Common applications include eCommerce product descriptions and personalized email generation, where 

predefined templates ensure consistency while allowing for variable content.

• In eCommerce, product descriptions can be dynamically generated with details like product name, 

features, and price to tailor descriptions for various items.

• Personalized emails benefit from dynamic template filling by maintaining a consistent structure while 

incorporating individualized elements such as the recipient's name and the service being offered.

• This technique streamlines content creation processes, ensuring adherence to guidelines and formats 

while still allowing for personalization and customization based on context or user information.



Template Filling
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Prompt Reframing
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• Prompt reframing or AI prompt customization lets you subtly change your prompts’ wording while 

maintaining the query’s original intent.

• It can encourage the language model to produce a variety of responses that answer the original intent in 

different ways.

• Wording Techniques to Maintain Intent

• One approach is to use synonyms or rephrase questions while keeping the main subject consistent. It will 

yield different nuances in the responses, which can be particularly useful when you’re looking for various 

ideas.



Prompt Reframing
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Prompt Combination
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• The prompt combination technique involves merging different instructions or questions into a single, 

multi-faceted prompt to elicit a comprehensive answer from the AI.

• Let’s take this prompt as an example – “Can you explain the differences between shared hosting and VPS 

hosting and recommend which is better for a small eCommerce website?



Prompt Combination
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• Chain-of-thought prompting is about using real-time AI interactions to guide the tool toward more 

accurate and comprehensive answers.

• Instead of relying solely on a single prompt, you can provide a sequence of related examples or questions 

to refine the original query.

• How to Use Chain-of-Thought Prompting?

• The key to effective chain-of-thought prompting is to break down a complex question or topic into smaller, 

more manageable parts. 

• Then, present these parts as a sequence of prompts that build upon each other, nudging the AI towards 

the desired answer.



Chain-Of-Thought Prompting
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Iterative Prompting
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• Iterative prompting is another effective technique where you build upon previous responses by asking 

follow-up questions. 

• With it, you can dive deeper into a topic, extract additional insights, or clarify any ambiguities from the 

initial output.

• How to Use Iterative Prompting

• The key to iterative prompting is being attentive to the AI’s initial answer. 

• You can frame your follow-up prompt to elaborate on a specific part of that answer, dig into a subtopic, 

or seek clarification. It is especially useful when you need to gather detailed information.

• LLMs that are more adept at natural language processing (NLP) can expertly handle iterative prompts 

and craft their responses in a human-like manner.



Iterative Prompting
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Interactive Storytelling and Role-Playing
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• Collaborative storytelling goes a step further by letting the AI adapt to your inputs in real time. 

• It allows for a back-and-forth exchange where you and the tool contribute to the unfolding story, 

creating an interactive and immersive experience.

• Example

• Prompt – I want to start a collaborative storytelling exercise with you. We’ll be writing a fantasy story 

about a land where magic exists but has been forgotten for a long time.

• Here’s the main character and the end goal of the story:

1. Character: Doraleous, a young farmer who accidentally discovers an ancient spellbook.

2. Goal: To harness the power of magic to end a famine that has hit their forest hamlet.



Interactive Storytelling and Role-Playing
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Implicit Information Injection
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• With Implicit Information Injection, you infuse context subtly so the AI model understands your needs 

without being explicitly told.

• Strategies for Implicit Context

• This technique can be particularly useful when you’re seeking nuanced or tailored responses. For example, 

instead of saying, “Write this in a formal tone,” you could use words like “elaborate” or “detailed” to guide 

the AI towards a more formal output.

• Example

• Prompt – Can you give some quick tips for boosting website traffic?



Implicit Information Injection
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Language Translation with Contextual Nuance
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• Multilingual content generation is not just about converting words from one language to another. 

• Using prompt engineering, you can ensure that the AI considers the cultural or situational context, 

resulting in a more accurate and nuanced translation.

• Improving Translation Accuracy With Context

• By adding cultural or situational hints within the prompt, you can guide the AI to provide a translation 

that fits the context. It is particularly useful in business communications, legal documents, or any text 

where a nuance can drastically alter the meaning.

• Prompt – Translate the phrase ‘She took the ball and ran with it’ from English to French, keeping in 

mind that this is a business metaphor for taking charge of a project.



Language Translation with Contextual Nuance
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Automatic Prompt Engineer
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• Automatic Prompt Engineering (APE) is an advancement in the field of artificial intelligence that leverages 

new LLM capabilities to help the AI automatically generate and select instructions for itself.

• It transforms the task into a black-box optimization problem, using machine learning algorithms to generate 

and evaluate candidate solutions heuristically.

• An AI agent uses a similar method to break tasks and generate follow-up prompts automatically, completing 

given jobs with minimal human interaction. To learn more about the tool, check our guide on installing 

Auto-GPT.

• APE Workflow Explained

The APE workflow consists of five main steps:

1. You give the chatbot a specific job to do and show some examples.

2. The chatbot comes up with different ways to do the job, either by straightforward reasoning or by 

considering similar tasks it knows about.

3. These different methods are then tested in practice.

4. The chatbot rates how well each method worked.

5. The AI will then choose a better method and apply it.



Automatic Prompt Engineer
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• Benefits and Applications in Machine Learning

When equipped with self-prompting capabilities, generative AI tools can streamline tasks from context-driven 

data analysis to automated customer service, eliminating the need for constant human-generated prompts.
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