PS Mock Solution
Q1A
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AI-generated content may be incorrect.]
It is a positively skewed distribution. [ 2 for the histogram and 1 for positive skew]

Q1B
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Q1C
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Q2A
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Q2B
Let P(A), P(B) and P(C) denote the probabilities that the loan application was processed by the Actuaries A,B and C respectively.
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Q2C
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Q3A
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Q3B
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Q3C
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Q4A
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Given that P(A)=0.40, P(B)=0.35, P(C)=0.25[1]
Let E be the event that the loan application containing error.
Further, it is given that P(E/A)=0.04, P(E/B)=006, P(E/C)=0.03 [1]
Using Bayes theorem, we have

P(A).P(E|A) 21

PN E) = 3 P ETa P (3) PCEIB)T PO PEID)

_ 041004
7 0.4+0.04+0.35+0.06+0.25-0.03

=036 [1]
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o]

Xi ~ Poisson with mean 5

YL X, LN ~B(10,p=02) [1]

E(S) = us = un — ps =(10*0.2) *5 [1]
V(S) =02 =y + of + ¢+ of [1]
=(10x0.2) *5+(10x0.2x 0.8) x 5% [1]

=10+40=50 [1]
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flxy) =2 exp[-(x+y) ]if 0<y<x<ow

fy) = J’;Z e~ () dx

=29"’ff2.e'("’ dx =2e ¥ ;y>0[2]
Hence,

[&/» 22’(1’}}/)
flefy) =L 2

[1]
=e¥ X x>y

E(X /Y =y) =[] xe? ™ dx [1]
=e¥ fyw xe ™ dx

=eYx eV x(y+1)=y+1 [1]
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X~ B(n,p)

n=225
p — probability of refusing loan application p = 0.2
For a Binomial distribution
Mean =np=225x02=45=p[l]
i npq=225x02x08=36= o [1]
5

=11

Applying continuity correction, one has to find P(X < 40.5).

_ 405-15

7 =228 = 7501

. P(Z2<-0.75)=0.5 - 0.2734 =0.2266 [1]
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The probability density function of X is:
£ =

— 0 <x <

(1+e :

3

Find the probability density function of Y, where Y = i
+e

ANSWER:
.
£ 1): Pe™+1>7)

Fy(y): PY <y)= P(1+e y|= P( >7
1)):P(x< —lnln(%—l))

F)= P(e”‘> 1 1) =P~ x>t (-
F (x) J’ - 1+1e” l’\; N 1+1e"

0 (1+£ )

Substituting in the above equation
Fy(y):P( lnln( 1)) 1
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Qa)

A) Li) X ~ Gamma(5,1/8)

M) = (1-t/)"=) = (1-8)"(=5) 1]

Li)Y=1/4(X),

MY(t) = E[ e?] = E[e!/**(t"¥)] = MX(t/4) = (1- 8(t/4)(-5) = (1-2t)(-5)

So the moment generating function of Y is (1-20)°(-5)

By comparing this with the MGF of the Gamma distribution in the tables, we see that this is the same as
the MGF of Gamma(s, %) distribution. Looking at the definition of the chi-square distribution, we see that
Gamma(5,1/2) is equivalent to chi-square distribution with 10 degrees of freedom By the uniqueness
property of moment generating function , therefore we have shown that 1/ 4 X ~ X7, [2]

Liii) X ~ Gamma(5,1/8) where X is the claim amount in units of 1000 INR

DX ~XZ, iel/4X~XE

P(X>40) = (X/4 > 10) = P( X%, >10) = 1 - 0.5595 = 0.4405 [2]

Liv) Since X and Y are independent. The MGF of X + Y is given by the product of MGFs.

My.,y(t) = E[e™¥] E[e""] = (1-80)"(-5) * (1-40"(:3) [1]
My (1) = (1-8U3)(-8) [1]
Mj () # My,y(1) and therefore X + Y does not have a Gamma( 8,3/8) distribution [1]
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2 = [%, 2 x () dx
=0 (the integrand is an odd function) [3]
B =2 % () ax 1]
R G o

4a

_4aa
=k - Ee e
:4711 [x-a? tan"x]” ]
_a

=5 [4-n

0% = E[x*] - [E()]*= “,71[4- ] [1]
=51.5 (approximately) [1]
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i) f(x,y) = ke-wi2) = ke-re-27,x > 0,y > 0[0.5]

‘The density function is expressed as a product of a function of x and y. Therefore, the joint probability
function is a product of the two marginal probability functions for all (x, y) in the range of the variables
hence X and Y are independent [0.5]

ii) The integral over the domain

01 fyydxdy =k« [ e+ dxdy =k [" e ™ dx ["e™> dy [1]
Jy e dx=1[05]

Jy e dy =%10/5]

The integral of f(x,y) is 1 only for k=2 since

ff;f(x, y)dx dy =k*1*1/2=1,hence k=2 [1]

iii) The marginal density is

ff @) =27 ese-vdx = 2e-2 [ e-xdx = 2e-» 1]
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iv) The conditional probability P(Y < y|Y > 3)is [1]

P(Y <ylY >3) = P(F<y,F>3)
P(F>3)
— PG<F=y)
RG]
= fnl=bo@ 5 3. 8]
P(F>3)

) _ 2e-zy
Therefore, f(y|Y > 3) = _L,,(yx) = Y>3 [1]

since
P(Y >3)=[; fy(N)dy =[-e-»]P =e~6 11
v) The conditional expectation is given as

E[Yly >3]= [ yf(.vIY >3)dy=f" 2,\'9" 2y [1]

Bytakingt =y -3, « o
E[YlY >3] = [ 2(t+3)e-2dt = [ 2te-2dt + [ 6e-2dt [1]
0 0 0
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E[YlY >3] =% +3=35 1]

Vi) ELY2IY >3] = [7y2frlY > 3)dy = [ 2yzes-2vdy
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Similar to (v),

1720t +3)2e2dt = [ 2t2e-2dt + [ 12te-2dt + [ 18e-2dt
0 o o 0

E[Y?2]Y >3] =05+ 6% 05+9 =125
The first integral is the moment of order 2 for the exponential distribution with parameter 2 [2]
vii) The variance of Y given Y > 3
Var[Y|Y > 3] = E[Y?|Y > 3] — (E[Y]Y > 3])? = 12.5-3.52 = 0.25

(1
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iycl frequency

0<x< 10
10<x <20
20 <x < 30
30 <x < 40
40<x < 50
50 <x < 60
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B) ) i..Most suitable distribution for N is Binomial (90, p) where p is the probability of head
Estimate of p is 50/90.
Mean of N is 90*(50/90) = 50. [1]

Variance is 90*(50/90) * (1-50/90) = 50%40/90 = 22.22. [0.5 each]
ii. N approximately follows Normal with mean 45 and variance 22.5. Using continuity
correction, [1]
Pain (N> 50)
= Prnor(N>50.5)
=Puor(Z 2 (50-5*45))

where Z~N (0, 1) [1]
225
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= Pror(Z = 1.16)

=0.123[1]
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i) Given,
x" =15 s2=9
n=15
Ex=nx =75 and
corrected Zx =75 -3+ 10 =82
=82/7=11.71 2]
i) Variance
=180 = 5542 — (757
o Ix? =1161
corrected Tx? =1161 +(-3)? +(10)?
=1270 [2]
2 _ 7+1270-(82)
New s% = e

_ 8890- 6724

42
= 51.5 (approximately)
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A)

i) [2°k(50 —x) dx = 1=>k=1/1250 [1]

i) ;° (12’1) *x % (50 — x) dx
L0,
1250 © 2 310
171250 * [ (50 * 502)/2 - 503/3] =16.67 [1]

i) p(x<30/x>25) = P(25 < X <30) /P(X >25)
= Lo fO)dx /L7 f () dx

25
=0.09/025=0.36[2]




