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Time Inhomogenetty
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In this chapter we discuss time-inhomogeneous Markov jump processes. The transition
probabilities| P(X; = j| X =) )ora time- mhomogeneous process depend not only on the Iength - A

of the time interval [s,t], but also on the time

ysandt {/hen it starts and ends This is because W“J

tms for a time-inhomogeneous process vary over time. -@’ Vs (A)
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Chapman Kolmogorov Eqns

‘(‘l’\ iP\k(s)

The more general continuous-time Markov jump process {X,,t > 0} has transition ‘)zs (\ \)
probabilities:
pij (8:t)=P[X, = jIXs =i] (s<1)
—_—
which obey a version of the Chapman-Kolmogorov equations, written in matrix form as:
P(s.t)=P(s,u)P(u,t forall s <u <t . 4 ¥ (20

— (8¢
. I
or equivalently: ? \ gess Fg“ ("I'()
pij(s,t) = Z pik (s, u) Pkj(u, t) forall s<u<t
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Kolmogorov Eqns updated

Kolmogorov’s forward differential equations (time-inhomogeneous case)

Written in matrix form these are:

g ks
¢ (8.0 =P(s,DA(0)

where A(?) is the matrix with entries u;;(t).

Kolmogorov’s backward differential equations (time-inhomogeneous case)

The matrix form of Kolmogorov’s backward equations is:

9 Pp(s,t) = -A(s)P(s, 1)
as

Prove using Chapman Kolmogorov equation



Kolmogorov Eqns updated V Y Y

Write down Kolmogorov’sjo—r_\ﬂgpand backmLard differential equation chpHD(s,t) & pHs(s,t—).J £RD -
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For a time-inhomogeneous Markov jump process:




Other probabilities

Question @

A Markov jump process is used to model sickness and death. Four states are included, namely v \.,
H 51,52 and D which represent healthy, SICk terminally sick and dead, respectively. We are eg &(f

toId that the people who are terminally sick never recover and die at a rate gf 1. 03 1. 01 where

(.
Is their age in yeafs. o
Calculate the probability that a terminally pick 50-year-old dies within a year. P%.
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Other probabilities

Probability that the process goes into state j when it leaves state j

—_—
Given that the process ism_a.n_d_i_tjays there until time s+ w, the probability \L,

that it moves into state j when it leaves state / attime s+w is:

- - - <
Ai(s+w) the total force out of state /i at time s+ w 4&

\ Hij(s +w) _\the force of transition from state j to state j attime s +w
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Residual\Holding time
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p7(s,t)= exp(—L Ai(u) du) = exp(—jo Ai(s+u) du) P _—
For a general Markov jump process, {X;,t >0}, define the residual holding time@ as the 0
(random) amount of time between s and the next jump: - A . ) Lot ")
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Residual Holding time
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Current Holding time
(

) Jor ke v le~] o€ four in Ao ¢ coved—

St=te?
For a full justification of this equation one needs to appeal to the properties of the current
holding time C; , namely the time between the last jump and ¢ : —
{Ctzw, Xg=}={X, =j,t-w<su<t} —
/

L (e &%
kcf,”a’hzsv N



ntegrated form of Kolmogorov|Backwarc

t-s — - P 06@
[y (u)du O =
> I e s it (S+w)pjj(s+w,t)dw 7 |
= ! .

Izi 0

B the probability of remaining in state i from time s to time s+w @’\' v
—_—_— .

) : then making a transition to state {Cat time s+w =

7 e and finally going from stat ttime s+w tostate j attime t. (-R
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Integrated form of Kolmogorov Forward Eqn .} 49

for j#i.

k#j

The factors in the integral are: =

the probability of going from state i at time s to state k attime t—w

then making a transition from state k to state j attime t—w

- o= - -

and staying in state j fromtime t—w to tlme%l(‘ Q€




Exam style question

YRR o &'
At State the condition needed for a Markov Jump Process to be time - Avens - M 6

inhomogeneous.

iy Describe the principal difficulties in modelling using a Markov Jump
Process with time inhomogeneous rates.

A multi-tasking worker at a children’s nursery observes whether children are
being ‘Good’ or ‘Naughty’ at all times. Her observations suggest that the
probability of a child moving between the two states varies with the time, ¢,

since the child arrived at the nursery in the morning. She estimates that the
transition rates are:

From Good to Naughty: 0.3_-_|-££)4t/_
From Naughty to Good: 0.4 —0.04t

where t is measured in hours from the time the child arrived in the morning,
0<t<8.
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Exam style question

A child is in the ‘Good’ state when he arrives at the nursery at 9am.
e —
Aiii) Calculate the probability that the child is Good for all the time up until
time t. [3]
Aiv) Calculate the time by which there is at least a 50% ce ild
having been Naughty at some point. [2]

-7

Let P5(t) be the probability that the child is Good at time ¢ .

A~ PGC‘ ((\
(v) Derive a differential equation just involving Pg(t) which could be used
to determine the probability that the child is Good on leaving the nursery

at 5pm. - [2]
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Sickness and Death Model

H: Healthy

o(t)

p(t)

H(t)

S: Sick

D: Dead
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Sickness and Death with Duration

To calculate the probability of remaining continuously sick during [s,t])given a mlness pM
one needs to update the values of p'and v as the illness progresses
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Sickness and Death with Duration

As a final example, the probability of being healthy at ti t given that you are sic
time s with current iliness duration w can be written as:
T b

Ps H(S,t)=P[X; =H| X5 =S,Cs =w]

t —J'(p(uw s+u)+v(u,w-s+u))du
=J'e s - p(v,w—-s+v)pyy(v,t)dv
S
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Sickness and Death with Duration

Consider again the marriage model  above ., only now assume that the transition rate d(t)

depends on the current holding time. (So the chance of divorce depends on how long a person
has been married.) Write down expressions for the probability that:

(i) a bachelor remains a bachelor throughout a period [s,t]

(ii) a person who gets married at time s—w and remains married throughout
[s—w,s], continues to be married throughout [s,t]

(iii) a person is married at time t and has been so for at least time w , given
that they were divorced at time s<t—w.
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