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1.1
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1.2

Here is an example of a process with a discrete state space and discrete time changes. 

A motor insurance company reviews the status of its customers yearly. Three levels of 
discount are possible ( 0, 25%, 40% ) depending on the accident record of the driver. 
In this case the appropriate state space is S = {0, 25, 40} and the time set is J = {0, 1, 2,…} 
where each interval represents a year. 

The time set often starts at 0 (whether continuous or discrete). Time 0 is taken to be the 
start, so that after one unit of time (day, minute etc) we have t = 1 . 
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1.3

A life insurance company classifies its policyholders as Healthy, Sick or Dead. Hence the 
state space S = {H, S, D}. As for the time set, it is natural to take J = [0, ∞) as illness or death 
can occur at any time. 
On the other hand, it may be sufficient to count time in units of days, thus using J = {0, 1, 2,... 
}.

The given description indicates that the time set may either be continuous or discrete and 
may be recorded frequently. To address questions like "What is the probability that an 
individual, who is healthy at time s, becomes sick at time t?", it is essential to have a model 
capable of handling a continuous time domain. 
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1.4

Claims of unpredictable amounts reach an insurance company at unpredictable times; the 
company needs to forecast the cumulative claims over [0, t] in order to assess the risk that it 
might not be able to meet its liabilities. It is standard practice to use [0, ∞)  both for S and J 
in this problem. 

However, other choices are possible: claims come in units of a penny and do not really form 
a continuum. 
Similarly, the intra-day arrival time of a claim is of little significance, so that {0, 1, 2,... } is a 
possible choice for J and/or S .

An important class of models having a continuous state space and a discrete time set is 
time series. Many economic and financial stochastic processes fall into this class, eg daily 
prices at the close of trading for a company’s shares.
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Definition - A counting process is a stochastic process, X , in discrete or continuous time, whose state 
space S is the collection of natural numbers {0,1,2,...}, with the property that X (t)  is a non-decreasing 
function of t .

White noise 

White noise is a stochastic process that consists of a set of independent and identically distributed 
random variables. The random variables can be either discrete or continuous and the time set can be 
either discrete or continuous.
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1.7

The properties of the sample paths of the process must match those observed in real life (at least 
in a statistical sense). If this is the case, the model is regarded as successful and can be used for 
prediction purposes. It is essential that at least the broad features of the real-life problem be 
reproduced by the model;
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1.8

Strict stationarity is a stringent requirement which may be difficult to test fully in real life.

Let’s take the example ahead, with the three states Healthy, Sick and Dead. One would certainly 
not use a strictly stationary process in this situation, as the probability of being alive in 10 years’ 
time should depend on the age of the individual. 
The probability of a life aged 50 surviving to age 60 is not likely to be the same as the probability 
of a life aged 75 surviving to age 85.
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1.8

To be weakly stationary a process must pass both these tests. If it fails either of the tests, then it is 
not weakly stationary. So, when checking for stationarity, start with the easier condition (the 
mean), then check the covariances.

If a process is strictly stationary, then it is also weakly stationary. However, a weakly stationary 
process is not necessarily strictly stationary.
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CT4 September 2018 Q3

For each of the following processes: 
• simple random walk
• Markov jump process
• compound Poisson process
• Markov chain
• counting process

(a) State whether the state space is discrete, continuous, or can be either.

(b) State whether the time set is discrete, continuous, or can be either. 
[5]
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