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Time Inhomogeneity
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In this chapter we discuss time-inhomogeneous Markov jump processes. The transition
probabilities P(X; = j| X; =1) for a time-inhomogeneous process depend not only on the length

of the time interval [s,t], but also on the times s and t when it starts and ends. This is because

the transition rates for a time-inhomogeneous process vary over time.
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Chapman Kolmogorov Eqgns

The more general continuous-time Markov jump process {X,,t = 0} has transition
probabilities:

pjj(s,t)=P[ X, = jIXs =i] (s<t)

which obey a version of the Chapman-Kolmogorov equations, written in matrix form as: -
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P(s,t)=P(s,u)P(u,t) forall s<u<t

or equivalently:

p,][s,t} = z P (s, u) ph,-[u, t) forall s<u<t
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Kolmogorov Eqns updated

Kolmogorov’s forward differential equations (time-inhomogeneous case)

g ——

Written in matrix form these are:
ap.: (.4
%P(s,f} = P(s,1)A(t) P ‘:9\
r

—
where A(?) is the matrix with entries ;(t).

Kolmogorov’s backward differential equations (time-inhomogeneous case)

The matrix form of Kolmogorov’s backward equations is:

3 é\){s{s,ﬁ -

EP{SJ} = —A(s)P(s,1)
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Prove using Chapman Kolmogorov equation
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Kolmogorov Eqns updated
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Write down Kolmogorov’s fﬂvard and backward differential equat_ion for pyp(s,t) & py.(s,t). s
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Other probabilities . 4 N A B e sene
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Occupancy probabilities for time-inhomogeneous Markov jump processes
-~ ——
For a time-inhomogeneous Markov jump process: '.’.‘ (3 , \'\ -
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t t—s () ur’)
pf—il{s;t) = exp(—L /’i;-(u)du] = exp(—fﬂ Ai(s+u) duj e,‘? t - (7\(“)
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where A;(u) denotes the total force of transition out of state i attime u.
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Other probabilities /\
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Que.stion
— T ¢ (50 s\

A Markov jump process is used to model sickness and death. _Four states are included, namely
H,S,,5, and D, which represent healthy, sick, terminally 5|ck and dead, respectively. We are

/— e

told that the people who are terminally sick never recover and die at a rate of 1.03(1.01) where
[ ———— — —

t is their age in years.
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Calculate the probability that a terminally sick 50-year-old dies within a year. 0
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Probability that the process goes into state j when it leaves state j
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Given that the process is in state / at time s and it stays there until time s+ w, the probability
that it moves into state j when it leaves state / attime s+ w is: + A(

Hii(s +w) _ the force of transition from state / to state j at time s +w

A (s +w) - the total force out of statej attime s+ w
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Residual Holding time — +™& T <V e in ACe yomwe st IR
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pz(s,t)= exp(—ﬁ /’i,;(u)duJ = exp(—ﬁ_s Ai(s+u) duJ Qlede ¥ &"\
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For a general Markov jump process, {X;,t >0}, define the residual holding time R as the Z
(random) amount of time between s and the next jump:
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Residual Holding time
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Current Holding time — Y~¢ T nae  spen- o e
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For a full justification of this equation one needs to appeal to the properties of the current
holding time C; , namely the time between the last jump and ¢ :

{Ct2w Xe=={X, =j,t—-w<u<t}




Integrated form of Kolmogorov Backward Eqn
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YA (u)du
pij (s,t)=>" _[ e’s Hi(S+W)py (s+w,t)dw
B=i 0

provided Ki i.

6 ° the probability of remaining in state i from time s totime s+w
6 ° then making a transition to state / attime s+w

@ ) and finally going from state / attime s+w tostate j attime t.



Integrated form of Kolmogorov Forward Eqn

t—s
pils,t) = | Pikls,t —w) it —w) p(t —w, t) dw
kj

for j=¥%

The factors in the integral are:

° the probability of going from state / at time s to state k attime t—w

* then making a transition from state k to state j attime t—w

* and staying in state j fromtime t—w to time t.



Exam style question

Hea Nl
(i) State the condition needed for a Markov Jump Process to be time™ Ahea e ayFen
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(i) Describe the pmal-paJ difficulties in modelling using a Markov Jump

Process with time inhomogeneous rates. [2 inhemogen,

A multi-tasking worker at a children’s nursery observes whether children are ] o !
being ‘Good’ or ‘Naughty’ at all times. Her observations suggest that the =5 Esamet d ACe IrienvFen

probability of a child moving between the two states varies with the time, ¢, " I s d: & d.-(*\.\s
since the child arrived at the nursery in the morning. She estimates that the

transition rates are: » Dadu }ke%u-‘ﬂeﬂkb\,ﬂ
ot ¢
From Good to Naughty: 0.2+ 0.04t vert( Wi ",
= = go\uws bolmeoee 9
From Naughty to Good: 0.4—0.04t‘, < Aok q_’_‘aq“" &:MM .

where t is measured in hours from the time the child arrived in the morning,
0<t<8.




Exam style question

A child is in the ‘Good’ state when he arrives at the nursery at 9am.

————

iii) Calculate the probability that the child is Good for all the time up until

time t. —13]
-_—

(iv) Calculate the time by which there is at least a 50% chance of the child
havmg been Naughty at some point. [2]

Let Pg(t) be the probability that the child is Good at time ¢ .
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(v) Derive a differential equatlon just involving FPg(t) which could be used

to determine the probablllty that the chlld 's Good on leaving the nursery d(/
at 5pm. i [2]
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Sickness and Death Model

o(t)

H: Healthy S: Sick
P(t)
#\ /t]
D: Dead
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Sickness and Death with Duration

To calculate the probability of remaining continuously sick during [s,t] given a current illness period [s —w, s],
one needs to update the values of p and v as the illness progresses

state H >

| | | | ~

| | | |
time s—-w S u t

w-s+u

P[Xt =S,R; >t—-s| X =S,C5 = w]= exp{—_[;(p(u,w—s+u)+u(u,w—s+u))du}



Sickness and Death with Duration

As a final example, the probability of being healthy at time t given that you are sick at
time s with current iliness duration w can be written as:

pst(S, t) = PI:Xt =H| Xs =S,Cg = W:I

t
S

(o(u,w-s+u)+v(u,w-s+u))du
p(v,w —s+Vv) pyy(v,t)dv

0 —x

state H< >

< T X
I

time s—w S u

v

w-=s+u



Sickness and Death with Duration

Consider again the marriage model above ., only now assume that the transition rate d(t)

depends on the current holding time. (So the chance of divorce depends on how long a person
has been married.) Write down expressions for the probability that:

(i) a bachelor remains a bachelor throughout a period [s,t]

(ii) a person who gets married at time s—w and remains married throughout
[s—w,s], continues to be married throughout [s,t]

(iii) a person is married at time t and has been so for at least time w, given
that they were divorced at time s<t—w.



Thank You



	Slide 1
	Slide 2: Agenda
	Slide 3: Time Inhomogeneity
	Slide 4: Chapman Kolmogorov Eqns
	Slide 5: Kolmogorov Eqns updated
	Slide 6: Kolmogorov Eqns updated
	Slide 7: Other probabilities
	Slide 8: Other probabilities
	Slide 9: Other probabilities
	Slide 10: Other probabilities
	Slide 11: Residual Holding time
	Slide 12: Residual Holding time
	Slide 13: Residual Holding time
	Slide 14: Current Holding time
	Slide 15: Integrated form of Kolmogorov Backward Eqn 
	Slide 16: Integrated form of Kolmogorov Forward Eqn 
	Slide 17: Exam style question
	Slide 18: Exam style question
	Slide 19: Sickness and Death Model
	Slide 20: Sickness and Death with Duration
	Slide 21: Sickness and Death with Duration
	Slide 22: Sickness and Death with Duration
	Slide 23

