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Agenda
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1. Introduction to Stochastic Processes and its Main Characteristics 
       1. Univariate Time Series Processes 
       2. Stationarity 
       3.Purely Indeterministic Processes 
       4. White Noise Process 
       5. Auto Covariance and Auto Correlation 

2. Time Series Processes 
       1. Auto Regressive (AR) Process
       2. Moving Average Process 
       3. ARMA Process
       4. ARIMA Process 
3.   Markov Process 



Introductio
n 
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Time Series is a Stochastic Process indexed in 
� Discrete Time Domain
� Continuous State Space

Time series data is a collection of observations obtained through repeated measurements 
over time
Example 
� Closing Price of a Share 
� Inflation Rate every quarter 
� Temperature on a given day 

https://www.influxdata.com/blog/what-is-time-series-data-and-why-should-you-care/
https://www.influxdata.com/blog/what-is-time-series-data-and-why-should-you-care/


Introduction Contd 
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Why do we need to model Time Series  ? 

� To help understand the process better 
� To be able to forecast / predict future behaviour 
� To improve decision making



Plot of a Time Series 
Process
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Univariate Time Series 
Process 
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� Observe a single process at a sequence of different times 
� Continuous State Space 
� Discrete Time Set 

� The term "univariate time series" refers to a time series that consists of single (scalar) 
observations recorded sequentially over equal time increments. ... If the data are 
equi-spaced, the time variable, or index, does not need to be explicitly given. 

1.1



Stationarity 
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� Stationarity means that statistical properties of the stochastic process remain 
unchanged.

� Stationarities can be of two types
      Strong / Strictly Stationary 
      Weak Stationary  

1.2

 



Purely Indeterministic 
Process 
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White Noise Process 
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Question 
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Auto Covariance and Auto 
Correlation 
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Auto Covariance and Auto 
Correlation 
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1.5

Correlograms

Stationary series Alternating series Series with trend



Auto Covariance and Auto 
Correlation 
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1.5

Question - Correlograms

Plot correlogram of average daytime temperature in successive months in Mumbai



Partial Auto Correlation Function 
PACF 
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Backward Shift Operator & Difference 
Operator 
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Auto Regressive Model & AR(p) 
process 
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AR(1) Process 
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AR(p) Process 
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� Characteristic equation

� Condition for Stationarity 



Yule Walker Equation 
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Question 
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HW 
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Auxiliary equation and difference 
equation 
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For ay
t 
= by
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Ex. – X
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Moving Average Process 
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2.2 
 



MA(1) process 
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1.2
 



MA(q) process 
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1.2
 



Invertibility & Stationarity 
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Question 
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ARMA (p,q) process 
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ARMA (1,1) process 
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Markov Process 

33

3.1
 



Question 

34



R

35


