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(iii) The main differences are that:
• The approach under (i) makes use of prior information about the distribution of θ1 whereas the approach in
(ii) does not.
• The approach under (i) uses only the information from the first category to produce a posterior estimate,
whereas the approach under (ii) assumes that information from the other categories can give some
information about category 1.
• The approach under (i) makes precise distributional assumptions about the number of claims (i.e. that they
are Poisson distributed) whereas the approach under (ii) makes no such assumptions.
(iv) The insurance policies were newly introduced 5 years ago, and it is therefore likely that the volume of
policies written has increased (or at least not been constant) over time. The assumption that the number of
claims has a Poisson distribution with a fixed mean is therefore unlikely to be accurate, as one would expect
the mean number of claims to be proportional to the number of policies. Let Pij be the number of policies in
force for risk i in year j.
Then the models can be amended as follows: The approach in (i) can be taken assuming that that the mean
number of claims in the Poisson distribution is Pijθi . The approach in (ii) can be generalised by using EBCT
Model 2 which explicitly incorporates an adjustment for the volume of risk
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(iii) The method of percentiles using median assumes is a more robust way to estimate the parameters as it
assumes that the population has equivalent median to that observed in the sample. While on the other hand,
the Maximum Likelihood Estimator is a more efficient way as it makes more stricter assumptions of full density.
It estimates the most likely underlying parameters of the distributions. This inherent basis of the two methods
leads to difference value of ′ ∝ ′ in the above parts.

11.
i) Sample mean = (16.4 + 17.3 + 16.7) / 3 = 16.8
Prior mean = A/B = 15/1 = 15 (formula from Tables)
Credibility factor Z = 3/(3+1) = 0.75
Credibility estimate = Z * 16.8 + (1-Z) * 15 = 16.35

(ii) The variance of the gamma distribution is mean / B. Reducing the B parameter while keeping the mean
constant increases the variance, reflecting greater uncertainty.



(iii) Revised credibility factor Z = 3/3.2 = 0.94 (approx.)
Revised credibility estimate = 0.94 * 16.8 + 0.06* 15 = 16.69

12.
(i) The completed table is

(ii) If no claim- arrangement 1 gives the best result
If claims is 150- arrangement 3 gives the best result
If claim is 200 or 250 - arrangement 2 gives the best result
So the strategy for Reinsurance depends the claims and not dominated by any one.

(iii) The maximum losses for insurer are
1. 190
2. 100
3. 147.5
So lowest loss is for arrangement 2 so the arrangement 2 is the minimax solution.

13.
(i) Mean and Variances of policies



(ii) EBCT Model 2 can be used with risk volumes P(i,j) for each policy number for each year. P(i,1) = 1 , P(i,2)=1/1.2
and P(i,3)=1/1.2^2
(Alternate solution: Adjust year-wise figures to bring it year 3 level. Multiply 1.2^2 to year 1 and 1.2 to year 2.
And then apply the EBCT Model 1 to adjusted on-level figures.)
Data Required: Year wise data will be required since only totals are given.

(iii) Policy number 1 has a lowest mean. Removing it will reduce the variance of means, var[m(θ)]. The variance
of policy number is similar to other policies and close to overall mean of variance.

Thus, 𝐸(𝑠 2 (𝜃)] will remain similar and won’t change much. Hence, proportionately smaller var[m(θ)] will lead
to reduction of credibility factor.
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OR if instead of “n”, 5000 is substituted, posterior distribution would be beta distribution with parameters x+1,
5001-x+

(iii) p = 200/500 = 0.4

(iv) Under quadratic loss, the Bayesian estimator is the expectation of the posterior distribution. In this case, p
= (200+1)/ (200+1+500-200+1) = 201/502 = 0.4004

(v) The two estimates are almost equal, this is because the impact of prior distribution is very limited and the
Bayesian estimator is mainly determined by the actual data




