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Moment Generating Functions - MGF

• A moment generating function (MGF) can be 
used to generate moments (about the origin) of 
the distribution of a random variable (discrete or 
continuous). 

• Although the moments of most distributions can 
be determined directly by evaluation using the 
necessary integrals or summation, utilizing 
moment generating functions sometimes 
provides considerable simplifications.

Cumulant Generating Functions - CGF

• A cumulant generating function (CGF) takes the 
moment of a sequence of numbers that 
describes the distribution in a useful, compact 
way. 

• The first cumulant is the mean, the second the 
variance, and the third cumulant is the skewness 
or third central moment.
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1. The frequency of claim amounts when plotted 
against size might look like this:

2. The statistical distributions in this chapter are used to 
approximate this distribution, which is called a loss 
distribution. For example, we might decide to use a loss 
distribution like this as an approximation to the claims arising in 
the graph besides:
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At a first level, it can be assumed that the claims arise as realizations from a known distribution. For example, it 
may be possible to assume that the logarithm of the claim amount follows, to a reasonable approximation, a 
normal distribution with known mean and known standard deviation. 

In practice the exact claims distribution will hardly ever be known. At this second level a standard method of 
proceeding is to assume that the claims distribution is a member of a certain family. The parameters of the 
family must now be estimated using the claim amount records by an appropriate method such as maximum 
likelihood.

Many studies have been made of the kind of distribution that can be used to describe the variation in claim 
amounts. 
The typical pattern is as shown in the histogram above, with a few small claims, rising to a peak, then tailing 
off gradually with a few very large claims. 

The general conclusion is that claims distributions tend to be positively skewed and long tailed.
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3.1

The exponential distribution
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3.2

The gamma distribution
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3.2

Relationship between gamma and chi-squared distributions
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3.3

The normal distribution
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3.4

The lognormal distribution
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3.5

The two-parameter Pareto distribution
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3.5

The two-parameter Pareto distribution
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3.6

The Burr distribution
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3.7

The three-parameter Pareto distribution
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3.8

The Weibull distribution
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3.8

The Weibull distribution - Graph
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Practically, we will not have a ready distribution for claims.

We need to fit a distribution to the available data.

For this we will need to estimate the parameters of such distributions.

Methods of estimation 

1. Method of moments

2. Maximum Likelihood Estimator

3. Method of Percentiles



Methods of Moments
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CT6 September 2012 Q4

Claims arising on a particular type of insurance policy are believed to follow a Pareto distribution. Data for the 
last several years shows the mean claim size is 170 and the standard deviation is 400. 

(i) Fit a Pareto distribution to this data using the method of moments. [4]  

(ii) Calculate the median claim using the fitted parameters and comment on the result. [3]    

[Total 7]
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Maximum Likelihood 
Estimation
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4.2

• Maximum likelihood estimation (MLE) is a technique used for estimating the parameters of a given 
distribution, using some observed data. 

• Using a limited sample of the population, we find particular values of the mean and variance such 
that the observation is the most likely result to have occurred.

• For this we define a likelihood function.
• The likelihood function of a random variable, X, will give us the probability (or PDF) using a 

hypothetical parameter, θ. 

• The maximum likelihood estimate (MLE) is that parameter which gives the highest probability (or 
PDF), i.e. that maximizes the likelihood function. 
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4.2
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CT6 September 2013 Q8

The number of claims per month Y arising on a certain portfolio of insurance policies is to be modelled using 
a modified geometric distribution with probability density given by  

where α is an unknown positive parameter.  

The most recent four months have resulted in claim numbers of 8, 6, 10 and 9.  

(i) Derive the maximum likelihood estimate of α [5]  
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The method of percentiles
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4.3
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CT6 September 2010 Q3

An underwriter has suggested that losses on a certain class of policies follow a Weibull distribution. She 
estimates that the 10th percentile loss is 20 and the 90th percentile loss is 95.  

(i) Calculate the parameters of the Weibull distribution that fit these percentiles. [3]  

(i) Calculate the 99.5th percentile loss. [2]    [Total 5]
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