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Answer 1:

i)
0 1
0 0.25 0.25
I 075  -0.75
i)

Transition probabilities do not depend on history. Prior to coming in & Out form.
Therefore, it is Markov. Continuous time operation & state space is discrete.

i)
dPgo (t) /dt = 0.75 X Poi (t) — 0.25 X dPao (t)

Poi(t) + Foo(t) =1
Substituting:

dPgg (t) /dt + Py (t) =0.75
de'X Py (t) /dt=075Xe'
= e'X Pnu[t} =0.75Xe' +k
Poo(0)=1=» k=0.25
Poo(t) = 0.75 + 0.25 X &'

Answer 2:

i) The Chapman = Kolmogrov equations are

Pyls,t) = ZE“ (s.u) P, (1.1)
kex

To obtain the forward equations we differentiate with respect to t and evaluate at u=t;

8 F
P50 = Z[!’.‘ :.v,m[ﬁ P.-_.:mr:]l__ =Y P50, (0

L* ks

Similarly the backward equations are obtained by differentiating with respect to s
and setting u=s;

f! P"{x,ﬂ: Z
s kas

C

& b
| = ffj (5,u) |f’h {1,0) ‘ = _Zﬂ"- [_\-}_f‘h{_-.-_”
\ L5 4 [
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We now need to explain where the minus sign in the RHS comes from.
The definition of the transition rates is such that;

P s.s+R) =30, +hu, (s)+o(h)

Or equivalently;

Po(s—hs)=8, + hu, (s—h)+olh)

Rearranging this gives:

(z—h,s)—5, —o(h)

P
Hals-h)=-2
h

Mow taking the limit of both sides as h->0 and nothing that Pgis,s)=0,, we get
Fyls —h,s)— F, (s,5)—olh) _12 P(s) |
L1

Hyls)=~lim N E

ii) Kolmogorov's forward differential equation
The matrix form of the forward differential equation is:
a/dt P(s,t) = - P(s,t) A(t)

Since this model is time inhomogeneous and we are asked for the forward differential equation, we
are differentiating with respect to t.

For this model:

3/8tPgs(s,t) = -[Ppe(s,t) 0.15t + Ppyuls,t) 0.1t - Pys(s,t)0.011] [2]
and:
a/8t Pss (5,1) = -[Pss(s,t) (-0.011)] = 0.01t Pes(5,t] e (1)

r

iii) From equation 1 above,
Separating the variables gives:

d/at Pes (s,t) / Pss(s,t) = 0.01t
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and changing the variables from t to u:

d/du In Peg(s,u) = 0.01t
Integrating both sides with respect to u between the limits u = s and u = t, we get:

[InPss(s,u)]’s = integrate (t,s) 0.01u du = [0.005u7]'%
i.e. In Pss(s,s) - In Pss(s,t) =0.005 (t* - s?)

However, since Pss(s,5) =1 and In 1 =0, we have,
- InPg(s,t) =0.005 (t? —s?)

The expression above can be rearranged to give:
Pssls,t) = e00052-52)

Mow, substituting the value of t =5 and s = 3, we get:
Pssls,t) =™ =92.31%

Answer 3:

i) Model fitting: this occurs after the family of model has been decided and concerns the estimation of the
values of parameters. The set of parameters to be estimated is determined by the choice of model family.
Model verification: once the model has been fitted we need to check that the fitted process resembles what
has been observed. Generally we produce simulations of the process, using the estimated parameter values,
and compare them with the observations.

ii) The parameters required to be estimated to model this as Markov processes are:

* Rate of leaving state i, 4; for each |,

¢ the jump chain transition probabilities, r; for j# i, where r; is the conditional
probability that the next transition takes the chain to state j given that it is now in
state i.

Assumptions of the Markov model for determination of these parameters:

* Duration of holding time in state i has exponential distribution with parameter
determined only by i and is independent of anything that happened before the
current arrival in state i,

e Destination of the next jump after leaving state i is independent of the holding time
in state i and of anything that happened before the chain arrived in state i.
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iii) The average duration of stay in any particular state i is given by%
L

State | 1/4;
1 6

2 40

3 30

The transition probabilities are as follows:

3 5 1 3 7
riz :Ea fi3 = g 21 :E:"B = Earm = g and rs; :E

Thus the generator matrix is

—1/6 3/48 5/48
1/160 —1/40 3/160
7/240 17240 —1/30

Answer 4:

i) A Markov jump process is a continuous-time Markov process with a discrete state space. For a process to
be Markov, the future development of the process must depend only on its current state. This is the case
here, as the future of the process depends only on the number of consensus for the current transaction. The
number of consensus for the current transaction also has a discrete state space {0, 1, 2, 3}. (Note: that
immediately after the 4th consensus, the next transaction from the queue is shared with the blockchain
network nodes, so fourth consensus is not required for modelling purpose and all nodes must now work on
new transaction to solve its cryptographic problem.)

ii) The generator matrix A is

B B 0 o0
o B B O
o 0 B B
B 0 0 B
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iii) Kolmogorov's forward equation can be written in compact form as

dPt = P(t)A
—P() = P(®)

Which are , for j =0

d
Epiu[” = Bpia(t) — Bpyp(t)

And forj=1,2,3

d
77 Pui () = Bpij-1(0) — Bpi;(6)

iv) Since the waiting times under a Poisson process are exponential, the expected waiting
time between the arrival of consensus for the current transaction is 1/B minutes. Successive

waiting times are independent, therefore the expected waiting time for a node for next
transaction is

3-i
E(t) = EizoPi
where p;is the probability that the transaction has already received “i" consensus when the

new Consensus arrives.
Since the p;s are all equal fori=0,1, 2, 3

E(t) = 0.25 (%+§+%+ %) = %minutes

v) The diagram and the transition matrix, P, is

B
0 y 1
B 0.5
> |
1 T
] l 0.5p
B
4 1 3
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1 0 0 0 0
0 1 0 0
05 0 0 05 0 0
o 0 0 0 1 0
o 0 0 0 0 1
1 0 0 0 0 0

vi) The expected waiting time if the current transaction is less than 100k is:

7 —
E(t|3 — less than 100k Transaction) = pr—

||_|.

142
(.ﬁ+ﬁ+ﬁ) g

The expected waiting time if the current transaction is more than 100k is:

5—1
E(t|6 — more than 100k Transaction) = Z Pi T

5
SiG434c4i4E) = o
But 6-consensus transaction must expect to wait 2 times as long for addition
to blockchain than 3-consensus transaction takes.

So when a consensus arrives for the current transaction, 2/3 (6/9) of the time
the transaction at the front of the queue will be a transaction with value
greater than 100K and only of the 1/3(3/9) time will is be a transaction with
value less than 100k.

So the overall expected waiting time in minutes is

1/3*(E(t| 3 consensus transaction)) + 2/3*(E(t| 6 consensus transaction))

_ 2

n
] =
*

_l_

Wi

5
* —
2p

=10

As this is longer than 3/2p, the time to add transaction to the blockchain has
increased.

SRM 3

ASSIGNMENT SOLUTIONS



Answer 5:

i) Pyo(t+h) = (1- ph).Pyg(t) + chPy(t)
= d/dtP10 (t) = - p P1olt) + ahP1(t)
And
P11 (t+h) = ph Pyo(t) + ( 1- oh )Pya(t)
= d/dtPy(t) = pPsolt) - OPys(t) ... eq (2)
[(2) also follows from the fact that Pyg(t)+ Pyy(t) =1]

i) P1o(t)+ P1a(t) =1

so from (1) d/dt Pylt) + (o +p) . Pwlt) = o
d/dtExp ((o +p)t) Piolt) =o * Exp ((o +p)t) +C
Pw(t) =)=0 /(o +p)* exp (¢ + p) *t) +C* exp - (0 + p) *t

Pwlt) =)=a /(o +p)* [ 1- exp - (g + p) *t) since P10(0) = 0.

Therefore P11(t) = 1-a /(o +p) )* ( 1- exp - (o + p) *t) = (etaexp (—(a+ p)+t)

o +p
i)

a) The generator matrix is now

=p P ]
g —(6+p) p
0 2a —2a

b) Hence the Forward Equations are
d/dt( Po(t) = - p *polt) + o pilt)
d/dt(P1(t) ) = ppo—(o +p) put)+ 2 Tp2(t)

d/dt(P,(t) ) = p ps(t) - 2 apalt)
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c) Simply substituting in the suggested values gives the required result.

d) The implication is that the given distribution is stationary. By the standard properties of Markov
processes, it follows that it is the equilibrium distribution, so that the long-term probabilities of being in each

of the three states are known.

Let Z,= time between arrival of the n* and (n—1)" clients.
Then Z,'s are i.i.d. exponential random variables with mean 1 /A i.e. E[Zn]=%

Let T, = arrival time of the n™ passenger = ¥,

Zn
E[T,] = E Ii zn] = > Elz,) = 5
i=1 i=

The expected waiting time until the first chopper takes off is

3 .
E|T;] = i 45 minutes

Let X(t) be the Poisson process with mean A*t. Note that P(X(t)) = k =(e™ ™ *(At)*)/k!,
Fork=1, 2, 3....

We have

P = P[No helicopter takes off in the first 2 hours]

=P[At most 2 passengers in first 120 mins}]

=P[{X(t) <= over (0,120)}]

=P[{X(120) <= 2]

=P[X(120) = 0] + P[X(120) = 1] + P[X(120) = 2]

120 120 2 120
e () ()
=0.01375

=1.375%
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iiii) In order to ensure that the operator flies at least 3 trips in next 3 hours before the weather conditions
worsen, there should be at least 9 passengers.

(1)
Hence, the probability that at least 9 clients would arrive is
P = P[{At least 9 passengers arrive in 180 mins}]
=1-P[{At most 8 clients arrive in 180 mins }]
=1-P[{X(180) <= 8]
=1-Y§Z5P [X(180) = K]
=1-P[X(180) =0] - P[X(lSD) 1] — P[X(180) = 2] — P[X(180) = 3] — P[X(180) = 4] — P[X(180) = 5] —

P[X(180) = 6] - P[X{180] — P[X(180) = 8]
SR
(1)
=1-0.15503
= 84.5% (1)
[3]
[7 Marks]
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