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• Bayesian statistics is an approach to data analysis based on Bayes’ theorem, where available knowledge about 

parameters in a statistical model is updated with the information in observed data.
• The background knowledge is expressed as a prior distribution and combined with observational data in the 

form of a likelihood function to determine the posterior distribution. The posterior can also be used for making 
predictions about future events.

• This Primer describes the stages involved in Bayesian analysis, from specifying the prior and data models to 
deriving inference, model checking and refinement.



Bayesian Estimate
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• The Bayesian estimate of the risk parameter under the squared-error loss function is the mean of the posterior 

distribution.
• Likewise, the Bayesian estimate of the mean of the random loss is the posterior mean of the loss conditional on 

the data.
• In general, the Bayesian estimates are difficult to compute, as the posterior distribution may be quite 

complicated and intractable. There are, however, situations where the computation may be straightforward, as 
in the case of conjugate distributions.



Bayesian Inference and Estimation
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• The classical and Bühlmann credibility models update the prediction for future losses based on recent claim 

experience and existing prior information.
• In these models, the random loss variable X has a distribution that varies with different risk groups.
• Based on a sample of n observations of random losses, the predicted value of the loss for the next period is 

updated.
• The predictor is a weighted average of the sample mean of X and the prior mean, where the weights depend on 

the distribution of X across different risk groups.



Bayesian Inference and Estimation
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Bayesian Inference and Estimation
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• Bayesian inference differs from classical statistical inference in its treatment of the prior distribution of the 

parameter θ. Under classical statistical inference, θ is assumed to be fixed and unknown, and the relevant entity 
for inference is the likelihood function.

• For Bayesian inference, the prior distribution has an important role. The likelihood function and the prior pdf 
jointly determine the posterior pdf, which is then used for statistical inference.



Posterior distribution of parameter

8

4
 



Bernoulli Random Variable

9

5
 



Bernoulli Random Variable

10

5
 



Bernoulli Random Variable

11

5
 



Bernoulli Random Variable

12

5
 



Bernoulli Random Variable

13

5
 


