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                                                Insurance Companies

          Premiums                                                               Claims
                                                                                                         
             Certain                                                                                 Random
                                                                                                       Frequency & Severity

Fitting a probability distribution to them 
                                                                                           LOSS DISTRIBUTIONS

HELPS IN: 
i. Premium calculation

ii. Reserve calculation
iii. Solvency
iv. Reinsurance arrangement
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Generating Functions
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Generating Functions
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Generating Functions
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Exponential Distribution
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Gamma Distribution
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Normal distribution
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Lognormal distribution
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Pareto distribution
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Three-parameter Pareto distribution
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Three-parameter Pareto distribution
Pareto Distribution:

E(X) =

Var(X) =

Median =

Three Parameter Pareto:

E(X) = 
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Burr distribution
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Weibull distribution

  

15

3.8



Weibull distribution

Exponential 
distribution

Weibull 
distribution
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Methods Of Estimation
• Practically, we will not have a ready distribution for claims.

• We need to fit a distribution to the available data.

• For this we will need to estimate the parameters of such distributions.

• Methods of estimation 

1. Method of moments

2. Maximum Likelihood Estimator

3. Method of Percentiles
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Method of moments
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Method of moments
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4.1

Advantages
• Method of moments is simple (compared to other methods like the maximum likelihood method) and can be 

performed by hand.

Disadvantages
• The parameter estimates may be inaccurate. This is more frequent with smaller samples and less common with 

large samples.
• The method may not result in sufficient statistics. In other words, it may not take into account all of the relevant 

information in the sample.



Maximum likelihood estimation
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4.2

Maximum likelihood estimation (MLE) is a technique used for estimating the parameters of a given distribution, 
using some observed data. 

Using a limited sample of the population, we find particular values of the mean and variance such that the 
observation is the most likely result to have occurred.

For this we define a likelihood function.
The likelihood function of a random variable, X, will give us the probability (or PDF) using a hypothetical parameter, 
θ. 

The maximum likelihood estimate (MLE) is that parameter which gives the highest probability (or PDF), i.e. that 
maximises the likelihood function. 



Maximum likelihood estimation
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Maximum likelihood estimation

22

4.2
Advantages

Simple to apply and The method is statistically well understood.

Lower variance than other methods (i.e. estimation method least affected by sampling error) and unbiased as the sample 
size increases. 

Able to analyze statistical models with different characters on the same basis. Maximum likelihood provides a consistent 
approach to parameter estimation  problems. This means that maximum likelihood estimates can be developed for a 
large variety of estimation situations.

Disadvantages

Computationally intensive and so extremely slow (though this is becoming much less of an issue)

Frequently requires strong assumptions about the structure of the data

The estimates that are obtained using this method are often biased. That is, they contain a systematic error of estimation. 
This is true for small samples. The optimality properties may not apply for small samples.

MLE is inapplicable for the analysis of non-regular populations (Non-regular distributions are models where a parameter 
value is constrained by a single observed value).



Question
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CT6 September 2008 Q11
Losses on a portfolio of insurance policies in 2006 are assumed to have an exponential distribution with 
parameter λ. In 2007 loss amounts have increased by a factor k (so that a loss incurred in 2007 is k times an 
equivalent loss incurred in 2006).

(i) Show that the distribution of loss amounts in 2007 is also exponential and determine the parameter of the 
distribution. [3]

Over the calendar years 2006 and 2007 the insurer had in place an individual excess of- loss reinsurance 
arrangement with a retention of M. Claims paid by the insurer were:

2006: 4 amounts of M and 10 claims under M for a total of 13,500.
2007: 6 amounts of M and 12 claims under M for a total of 17,000.

(ii) Show that the maximum likelihood estimate of λ is:



Question
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Method of Percentile
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4.3
Method of Percentile indicate the values below which a certain percentage of the data in a data set is found.
The method involves equating selected sample percentiles to the distribution function; for example, equate the 
sample quartiles, the 25th and 75th sample percentiles, to the population quartiles. This corresponds to the way in 
which sample moments are equated to population moments in the method of moments. This method will be 
referred to as the method of percentiles.
In the method of moments, the first two moments are used if there are two unknown parameters, and this seems 
intuitively reasonable (although the theoretical basis for this is not so clear). In a similar fashion, when using the 
method of percentiles, the median would be used if there were one parameter to estimate. 
With two parameters, the best procedure is less clear, but the lower and upper quartiles seem a sensible choice.

Advantage

The main advantage of using percentiles is that unusually high values (like whiskers in boxplots) are not included 
into the averaging calculations. This means that statistics include more relevant data. 
In the example of the 95th-percentile, 5% of the highest measured values are discarded for the statistical report.



Goodness-of-fit test
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