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Question 1)
Read in the data as a data table
In order to load the data file in R, the working directory has been set to the folder    “Statistical and Risk Modelling 1” using the setwd function.
The data file “Graduation.csv” was loaded into R using read.table function. 
[image: ]
Filling the entries for the CRUDE column
The crude mortality rate for age ‘x’ last birthday has been calculated using the formula:
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Question 2)
Using Gompertz law to fill the entries in the GRADUATED column
Gompertz law of mortality is 

Taking log on both the sides,

This is of the form:  
Equation I show that  and  x has a linear relationship. Thus, using the lm function in R to fit a linear model such that  is the response variable and x is the explanatory variable. 
The coefficient of age (x) derived form this linear model would be  and the intercept is 
[image: ]
Therefore, 
In order to get the estimated values of B and c, exponential is used to take into consideration the log of B and c. 
[image: ]
Filling the entries in the GRADUATED columns using Gompertz law:  where, the parameters B and c are estimated using linear model approach. 
[image: ]
Question 3)
Checking for smoothness by applying the third differences to the crude and graduated rates. 
For calculating the third differences to the mortality rates, a function ‘one_diff’ was defined in R which could be used to calculated the first difference to the rates. The third differences were calculated by using the function ‘one_diff’ three times to the rates.

[image: ]
[image: ]The columns of AGE, third differences to the crude and graduated rates were combined into a data frame in order to check for smoothness. Since, while calculating the third differences to the mortality rates, the last three entries do not result into the final output, age of only up to 72 was combined with these columns. 

Comment
The third differences measure the change in curvature. The criterion of smoothness usually used is that the third differences should be small in magnitude and progress regularly. We can observe in the above data frame that the third differences of the crude rates are much larger in magnitude and progress erratically. However, the magnitude of the third differences of the graduated rates is very small and progress regularly. Thus, the graduated rates which were computed by fitting Gompertz law are smooth which is what was desirable. 
Question 4)
Filling the entries in the column of EXPECTED
The expected number of deaths at age ‘x’ last birthday has been calculated using the formula:
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Calculating the values in ZX 
Individual standardized deviations “” are calculated using the formula:
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Chi-squared test to check the goodness of fit between DEATHS and EXPECTED
H0: The graduated rates are consistent with the true underlying mortality rates i.e., there are no significant differences between the two set of rates.   
Vs
H1: The graduated rates are not consistent with the true underlying mortality rates.  
The test statistic for chi-squared test is : 
Calculating the test statistic in R
[image: ]
Degrees of freedom: there are 51 ages. We have not constrained the totals. The graduated rates have been calculated by estimating 2 parameters B and c. So, the number of degrees of freedom is 51 – 2 = 49.
From the Actuarial Tables, the upper 5% point for  and   distributions are 55.76 and 67.50 respectively. Thus,  will not exceed 67.50. But since, 2204.468 is much higher than 67.50, we have sufficiently strong evidence to reject the null hypothesis at 5% level of significance and even at 1% level of significance. 
So, we conclude that the mortality experience does not confirm to the Gompertz formula assumed in the graduation. 
Question 5) (a)
Performing the standardized deviations test
H0: The standardized deviations confirm to a standard normal distribution i.e., there is no under/over graduation.
Vs
H1: the standardized deviations do not confirm to a standard normal distribution i.e., there might be under/over graduation. 
The table of interval , expected and observed standardized deviations was constructed in R. 
[image: ]
The standardized deviations test is used to look for the first defect of the chi-squared test i.e., the failure to detect a number of excessively large deviations. Under the null hypothesis, the ISDs are sampled from the N(0,1) distribution. 
By the test of eye, 
(i) Overall shape
For the  to be normally distributed, the number of values in each of the ranges should confirm broadly with the percentages for the normal distribution. 
This is not the case here since, most of the observed  lie in the tails of the distribution. Ideally there should have been around 34 values in the range (-1,1) but actually only 5 values were observed in this range. 
Thus, the curve would be flatter at peak relative to the standard normal distribution with thick tails
(ii) Absolute deviations
There are only 5 values approximately in the range (-2/3,2/3). So, there appear to be too few values in the centre of the distribution and too many in the tails. This might indicate over graduation.
(iii) Outliers
There are approximately 30 values with absolute value greater than 2.57. This strongly indicates the presence of outliers. 
(iv) Symmetry
There are 20 negative and 31 positive standardized deviations. Thus, the ISDs cannot be considered to be fairly symmetric as there should have been around 25 negative or positive standardized deviations. 
(v) Conclusion about null hypothesis
 We have sufficient evidence to reject our null hypothesis and conclude that the standardized deviations do not confirm to a standard normal distribution. 
Question 5) (b)
Performing the signs test
H0: There is no overall bias in the graduated rates
Vs
H1: Overall bias is present in the graduated rates
The signs test is a simple test for overall bias. It is designed to overcome the second limitation of chi-squared test i.e., the failure to detect where there is an imbalance between positive and negative deviations. 
The number of negative ISDs is 20 and that of positive ISDs is 31. 
Let P be a random variable denoting the number of positive ISDs.
Under the null hypothesis, P ~ Binomial (51,0.5)
Since, n is too large, using the normal approximation to binomial distribution.
Therefore, P ~ N(25.5,12.75)
We have more positive deviations than expected. So, the p-value is 
2P(P ≥ 31) = 2P(P > 30.5) …(Using continuity correction; This is a two-sided test)
The p-value was calculated in R using pnorm function
[image: ]
Since, the p-value is greater than 5%, there is insufficient evidence to reject the null hypothesis at 5% level of significance. So, we conclude that the rates are not biased. 
Question 5) (c)
Performing the cumulative deviations test for the entire age range
H0: There is no overall bias in the graduated rates
Vs
H1: There is overall bias in the graduated rates
[image: ]The test statistic for cumulative deviations test is: 


This is a two-tailed test. Since, 18.83024 > 1.96, we have sufficient evidence to reject the null hypothesis at 5% level of significance. 
Thus, we conclude that the graduated rates are biased as per the cumulative deviations test. 
Question 5) (d)
Performing the serial correlations test
H0: There is no clumping of deviations of the same sign 
Vs 
H1: There is clumping of deviations of the same sign
Under null hypothesis: 
  is calculated using cor (correlation) function in R. The correlation was calculated between the one lagged deviation.
[image: ]
Since, this is less than 1.6449, the upper 5% point of the standard normal distribution, we do not have sufficient evidence to reject H0. Hence, we conclude that there is no grouping of deviations of the same sign.
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> graduation_df$CRUDE
> head(graduation_df)

AGE
25
26
27
28
29
30

U EwN

ETR DEATHS
78500 24
80425 24
81975 24
83725 24
84875 72
85075 48

coocooo

= graduation_df$DEATHS/graduation_dfSETR

CRUDE GRADUATED EXPECTED ZX

.0003057325 0 00
.0002984147 0 00
.0002927722 0 (U]
.0002866527 0 00
.0008483063 0 00
.0005642081 0 0 0




image4.png
> Tin_model_g2 = Tm(1og(CRUDE) ~ AGE,data = graduation_df)
> coef (1in_mode1_qg2)

(Intercept) AGE

-11.0008645 0.1062976
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> B_q2 = exp(as.numeric(coef(lin_model_q2))[1])
> C_q2 = exp(as.numeric(coef (1in_mode1_q2)) [21)
> B_q2

[1] 1.668727e-05

> C_q2

[1] 1.112153
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> graduation_df$GRADUATED = B_q2*(C_g2)A(graduation_dfSAGE)
> head(graduation_df)

AGE  ETR DEATHS CRUDE GRADUATED EXPECTED ZX
1 25 78500 24 0.0003057325 0.0002379562 0 0
2 26 80425 24 0.0002984147 0.0002646437 0 0
3 27 81975 24 0.0002927722 0.0002943242 0 0
4 28 83725 24 0.0002866527 0.0003273335 0 0
5 29 84875 72 0.0008483063 0.0003640449 0 0
6 30 85075 48 0.0005642081 0.0004048735 0 0
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vV A+t

one_diff = function(x) 1
x[-1]1 - x[-Tength(x)]
¥
third_diff_crude = one_diff(one_diff (one_diff(graduation_df$CRUDE)))
third_diff_grad = one_diff(one_diff(one_diff(graduation_df$GRADUATED)))
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> smoothness_df
> smoothness_df
Age third_diff_crude third_diff_grad

data.frame("Age" = graduation_df[graduation_dfSAGE <= 72,"AGE"],third_diff_crude,third_diff_grad)

1 25  -2.15229%e-06  3.356818e-07
2 26 5.682500e-04  3.733294e-07
327 -1.413525e-03  4.151994e-07
4 28 1.972854e-03  4.617651e-07
5 29 -3.099057e-03  5.135534e-07
6 30 3.647860e-03  5.711499e-07
7 31 -2.232672e-03  6.352059e-07
8 32 1.725310e-05  7.064461e-07
9 33 1.341684e-03  7.856760e-07
10 34 -1.322426e-03  8.737918e-07
1 35 2.240881e-03  9.717900e-07
12 36 -3.675849e-03  1.080779e-06
13037 3.675716e-03  1.201991e-06
14 38 -3.182737e-03  1.336798e-06
1539 9.469618e-04  1.4867242-06
16 40 1.004014e-03  1.6534642-06
17 41 -1.142320e-03  1.838905e-06
18 42 3.332738e-03  2.045143e-06
19 43 -3.123845e-03  2.274512e-06
20 44 -1.295354e-03  2.529605e-06
21 45 3.983173e-04  2.813307e-06
2 46 3.528163e-03  3.128828e-06
23 47 -2.736489e-04  3.479734e-06
24 48 -4.532956e-03  3.869996e-06
25 49 4.447319e-03  4.304027e-06
26 50  -2.588370e-03  4.786736e-06
27 51 1.433042e-03  5.323582e-06
28 52 -5.286203e-03  5.920637e-06
29 53 9.025586e-03  6.584653e-06
30 54  -4.183185e-03  7.323141e-06
31 55  -1.951151e-03  8.144452e-06
32 56 4.992409e-03  9.057875e-06
33 57 -3.862706e-03  1.007374e-05
34 58 -2.369456e-03  1.120354e-05
35 59 6.961556e-03  1.246005e-05
36 60  -9.541864e-03  1.385748e-05
37 61 1.242093e-02  1.541163e-05
38 62  -1.489763e-02  1.714009e-05
39 63 1.765037e-02  1.906240e-05
40 64  -1.558289e-02  2.120030e-05
41 65 9.139147e-03  2.357798e-05
42 66 2.672370e-04  2.622232e-05
43 67  -8.292478e-03  2.916322e-05
44 68 -1.302677e-03  3.243396e-05
45 69 1.888168e-02  3.607152e-05
46 70  -1.902352e-02  4.011704e-05
47 71 1.172291e-02  4.461628e-05
48 72 -1.339191e-02  4.962013e-05
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> graduation_dfSEXPECTED = graduation_df$GRADUATED*graduation_dfSETR
> head(graduation_df)
AGE  ETR DEATHS CRUDE GRADUATED EXPECTED ZX

1 25 78500 24 0.0003057325 0.0002379562 18.67956 O
2 26 80425 24 0.0002984147 0.0002646437 21.28397 0
3 27 81975 24 0.0002927722 0.0002943242 24.12723 0
4 28 83725 24 0.0002866527 0.0003273335 27.40600 O
5 29 84875 72 0.0008483063 0.0003640449 30.89831 0
6 30 85075 48 0.0005642081 0.0004048735 34.44462 0O
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> graduation_df$zx = (graduation_dfSDEATHS - graduation_dfS$EXPECTED)/sqrt(graduation_dfSEXPECTED)
> head(graduation_df)
AGE  ETR DEATHS CRUDE  GRADUATED EXPECTED X

1 25 78500 24 0.0003057325 0.0002379562 18.67956 1.23101698
2 26 80425 24 0.0002984147 0.0002646437 21.28397 0.58872001
3 27 81975 24 0.0002927722 0.0002943242 24.12723 -0.02590141
4 28 83725 24 0.0002866527 0.0003273335 27.40600 -0.65061102
5 29 84875 72 0.0008483063 0.0003640449 30.89831 7.39421962
6 30 85075 48 0.0005642081 0.0004048735 34.44462 2.30967653
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> zx_square = (graduation_df$zx)A2
> sum(zx_square)
[1] 2204.468
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>
+
>

standardized_devs = data.frame("Interval" = c("(-inf,-3)

standardized_devsSExpected

> standardized_devsS$observed
[graduation_df$zx < (-2) & graduation_df$zx > (-3)1),length(graduation_df$zx[graduation_df$zx < (-1) & gra
duation_df$zx > (-2)1),7length(graduation_df$zx[graduation_df$zx < 0 & graduation_df$zx > (-1)]),Tlength(gra
duation_df$zx[graduation_df$zx < 1 & graduation_df$zx > 01),length(graduation_df$zx[graduation_df$zx < 2 &
graduation_df$zx > 11),length(graduation_df$zx[graduation_df$zx < 3 & graduation_df$zx > 21),Tength(gradu
ation_df$zx[graduation_df$zx > 31))
> standardized_devs
Interval Expected Observed

1 (-inf,-3)
2 (-3,-2)
3 (-2,-1)
4 (1,0
5 0,1)
6 ,2)
7 @,3)
8 (3,inf)

0.
1.
7.
17.
17.
7.
1.
0.

00
02
14
34
34
14
02
00

10

Sosrans

, 1 (=3,-2)"
,"@,2)","(2,3)","(3,inf)™)

€(0,0.02%51,0.14%51,0.34%51,0. 34%51,0.14%51,0.02%51,0)

= c(length(graduation_df$zx[graduation_df$zx < (-3)1),length(graduation_df$zx

y'¢-2,-n","¢-1,00","0,1)"




image13.png
> signs_test = 2%(1 - pnorm(30.5,mean = 25.5,sd = sqrt(12.75)))
> signs_test
[1] 0.1614295
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> cum_dev_test = (sum(graduation_dfSDEATHS) - sum(graduation_dfSEXPECTED))/sqrt(sum(graduation_dfSEXPECTED))
> cum_dev_test
[1] 18.83024
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> z1 = graduation_df$zX[1:length(graduation_df$zx)-1]
> 22 = graduation_df$zx[2:length(graduation_df$2x)]
> Rj = cor(zl,z2)

> Rj

[1] 0.1477466

> ##Calculating Rj * sqrt(m) i.e., the test statistic
> serial_cor_test = Rj * sqrt(length(graduation_df$zx))
> serial_cor_test

[1] 1.055122




image1.jpeg




image2.png
> graduation_df = read.table("Graduation.csv", header
> head(graduation_df)
AGE  ETR DEATHS CRUDE GRADUATED EXPECTED ZX

1 25 78500 24 0 0 0 0
2 26 80425 24 0 0 0 0
3 27 81975 24 0 0 0 0
4 28 83725 24 0 0 (U]
5 29 84875 72 0 0 0 0
6 30 85075 48 0 0 0 0

TRUE,sep = ",")




