Machine learning is an application of AI that enables systems to learn and improve from experience without being explicitly programmed. Machine learning focuses on developing computer programs that can access data and use it to learn for themselves.
Machine learning is divided into two primary areas:
1. Supervised learning
2. Unsupervised learning

1. Supervised Learning
In supervised learning, we use known or labelled data for the training data. Since the data is known, the learning is, therefore, supervised, i.e., directed into successful execution. The input data goes through the Machine Learning algorithm and is used to train the model. Once the model is trained based on the known data, you can use unknown data into the model and get a new response.
Example:
Linear Regression, Bayesian Linear Regression, Logistic Regression, Decision Trees. Random forests
Advantages:
1. With the help of supervised learning, the model can predict the output on the basis of prior experiences.
2. We can have an exact idea about the classes of objects.
3. Supervised learning model helps us to solve various real-world problems such as fraud detection
Disadvantages:
1. Supervised learning models are suitable for simple tasks but fail to work for handling complex tasks.
2. Supervised learning cannot predict the correct output if the test data Is different from the training dataset.
3. Training requires a lot if computation time.
4. Supervised learning can only be performed when we have enough knowledge about the classes of the object.


Decision Tree:
Decision Tree algorithm comes under supervised ML and is used for solving regression and classification problems. The purpose is to use a decision tree to go from observations to processing outcomes at each level. Processing decision trees is a top-down approach where the best suitable attribute from the training data is selected as the root and, the process is repeated for each branch. For splitting, the most popular criteria are “Gini” for the Gini impurity and “entropy” for the information gain that can be expressed as:

Entropy: H(x)=-∑i=1np(xi)log2p(xi)
2
Gini(E)=1-∑i=1cpi2
2: Unsupervised learning
In unsupervised learning, the training data is unknown and unlabelled. Without the aspect of known data, the input cannot be guided to the algorithm, which is where the unsupervised term originates from. This data is fed to the Machine Learning algorithm and is used to train the model. The trained model tries to search for a pattern and give the desired response. In this case, it is often like the algorithm is trying to break code without the human mind directly involved but rather a machine.
Example:
K Means Clustering, K Nearest Neighbours, Principal Component Analysis, Neural Networks
Advantages:
1. It is used for more complex tasks as compared to supervised learning because in unsupervised learning, we do not need labelled input data
2. Unsupervised learning is preferable as it is easy to get unlabelled data in comparison to labelled data.

Disadvantage:
1. Unsupervised learning is intrinsically more difficult than supervised learning as it does not have corresponding output.
2. The result of unsupervised learning algorithm might be less accurate as input data is not labelled and algorithms do not know the exact output in advance.



K- Means clustering
It is a fast, robust, and simple algorithm that provides reliable results when data sets are well-separated from each other. The data points are allocated to a cluster in this algorithm in such a way that the amount of the squared distance between the data points and the centroid is as small as possible. In other words, the K-means algorithm identifies the k number of centroids and then assigns each data point to the nearest cluster while keeping the centroids as small as possible. Since it begins with a random selection of cluster centres, the results can be inconsistent. Since extreme values can easily affect a mean, the K-means clustering algorithm is sensitive to outliers.

Uses of machine learning
Typical results from machine learning applications  usually include web search results, real-time ads on web pages and mobile devices, email spam filtering, network intrusion detection, and pattern and image recognition. All these are the by-products of using machine learning to analyse massive volumes of data.
Machine learning can produce accurate results and analysis by developing fast and efficient algorithms and data-driven models for real-time data processing.


Financial Services
Banks and other businesses in the financial industry use machine learning technology for two key purposes: to identify important insights in data, and prevent fraud. The insights can identify investment opportunities, or help investors know when to trade. Data mining can also identify clients with high-risk profiles, or use cybersurveillance to pinpoint warning signs of fraud.
Government
Government agencies such as public safety and utilities have a particular need for machine learning since they have multiple sources of data that can be mined for insights. Analysing sensor data, for example, identifies ways to increase efficiency and save money. Machine learning can also help detect fraud and minimise identity theft. 
Health Care
Machine learning is a fast-growing trend in the health care industry, thanks to the advent of wearable devices and sensors that can use data to assess a patient's health in real time. The technology can also help medical experts analyse data to identify trends or red flags that may lead to improved diagnoses and treatment. 

Retails
Websites recommending items you might like based on previous purchases are using machine learning to analyse your buying history.  Retailers rely on machine learning to capture data, analyse it and use it to personalize a shopping experience.

Transportation
Analysing data to identify patterns and trends is key to the transportation industry, which relies on making routes more efficient and predicting potential problems to increase profitability. The data analysis and modelling aspects of machine learning are important tools to delivery companies, public transportation and other transportation organizations.


Any method of image classification and how it can be used by companies to reduce labour requirements.
Machine learning can analyse image for different information, like learning to identify people and tell them apart through facial recognition algorithms.
Several machine learning techniques such as classification, feature selection, clustering, or sequence labelling methods are used in the area.
Image recognition is a well-known and widespread example of machine learning in the real world, which can identify an object as a digital image.


