


· Data Extraction
As data was extracted , it was discovered that , there were some missing coloumns that were to be filled.This document takes into account the steps to filling the missing data and doing tests on that data filled.The coulumns to be filled are – Crude , Graduated , Expected and Zx
[image: ]

Please Note-
A snapshot like the one above will be attached once all the coloumns have been filled and not after filling each coloumn
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1. CRUDE
The CRUDE coloumn can be found by 


2. GRADUATED-Gompertz Law

STEPS-
· Using ‘lm’ to fit the model
· [image: ]Gompertz Law-BCx


· [image: ]COEFFICIENTS-



· [image: ]CRUDE VS GRADUATED



3. GRADUATED & CRUDE - THIRD DIFFERENCES
[image: ]
Graduated rates appear to be smoothly increasing , while crude rates have massive fluctuations accompanied by rises and falls,thus very unstable and not smooth
[image: ] 

4. EXPECTED & Zx
Expected=Exposed to risk for age x last birthday * Graduated
		  =ETR*Graduated


       Zx =



All the coloumns have been filled-
[image: ]





· [image: ] CHI SQUARED TEST




DF=50
H0:Mortality experience confirms to the distribution used
HA: Mortality experience doesn’t confirm to the distribution used
We reject the null hypothesis at 5% level and confirm that mortality experience doesn’t confirm to the distribution used .


5.  A   
 INDIVIDUAL STANDARISED DEVIATIONS PLOT & NORMAL DISTRIBUTION 
[image: Normal Distribution (Statistics) - The Ultimate Guide][image: ]

· Standardised Deviations Test

	
	(-inf,-3)
	(-3,-2)
	(-2,-1)
	(-1,0)
	(0,1)
	(1,2)
	(2,3)
	(3,inf)

	Observed
	10
	4
	2
	4
	1
	4
	6
	20

	Expected
	0.051
	1.07
	6.94
	17.3
	17.3
	6.94
	1.07
	0.051



· Overall shape – Looking at the values , the distribution seems positively skewed and doesn’t confirm to normal distribution
· Absolute deviations- the values are very high in the tails,indicating overgraduation
· Outliers-There seem a lot of outliers with values touching 20
· Symmetry -Since there are more positive deviations ,the distribution isnt symmetrical
· [image: ]Conclusion and Hypothesis-Thus observed mortality experience doesn’t confirm to the assumed rates , thus the observed data isnt normally distributed and we reject null hypothesis at 5% as the chi squared test also gives a p value of <0.05





5. B Signs Test 
Signs test has been performed using binomial test in R
H0: There is no bias in the data
HA: There is bias in the data
[image: ]Since p value>0.05 , we fail to reject the null hypothesis and conclude there is no bias


5. [image: ]C   Cumulative Deviations Test
H0:The statstic comes from the normal distrubution
HA: The statstic doesnt come from the normal distrubution
Since the statistic is not between the range of +- 1.96 we reject the null hypothesis at 2.5% level



5. D Serial Correlation Test
[image: ]
H0: Grouping of signs is absent
HA:Grouping of signs is present
The test statstic is <1.6449 , we fail to reject H0 at 5% level
We conclude that  there is no grouping of signs
image3.png
Call:
Im(formula = log(graduation_data$CRUDE) ~ graduation_data$AGE)

Residuals:
Min 1Q Median 3Q Max
-2.07946 -0.09831 0.08351 0.21582 1.13949

Coefficients:

Estimate Std. Error t value Pr(>|t])
(Intercept) -11.000864 0.256884 -42.82 <2e-16 ***
graduation_data$AGE ©.106298 ©.004929 21.57 <2e-16 ***

Signif. codes: @ “***’ @.001 ‘**’ 9.01 *’ 0.65 .’ 0.1 ¢’ 1

Residual standard error: 0.5181 on 49 degrees of freedom
Multiple R-squared: 0.9047, Adjusted R-squared: 0.9028
F-statistic: 465.2 on 1 and 49 DF, p-value: < 2.2e-16
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> B=exp(as.numeric(coef(Gompertzz)))[1]
> C=exp(as.numeric(coef(Gompertzz)))[2]
> c(B,C)

[1] 1.668727e-05 1.112153e+00
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> #COMPARISON
> head(cbind(thirdorder_grad,thirdorder_crude),10)
thirdorder_grad thirdorder_crude

[1,1] 0.3356818 -2.152296
[2,1] 0.3733294 568.250024
[3,1] 0.4151994 -1413.524937
[4,1] 0.4617651 1972.854073
[s,1] 0.5135534 -3099.057192
[6,1 0.5711499 3647.860123
7,1 0.6352059 -2232.672013
[8,1] 0.7064461 17.253102
[9,1] 0.7856760 1341.683971

0.8737918 -1322.426213

[10,]
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— I N S
- 24 0.0003057325 0.0002379562 18.68 1231
- 24 0.0002984147 0.0002646437 2128 0.590
24 0.0002927722 0.0002943242 2413 -0.026
- 24 0.0002866527 0.0003273335 2741 -0.651
72 0.0008483063 0.0003640449 30.90 7394
- 48 0.0005642081 0.0004048735 3444 2311
- 120 0.0014072120 0.0004502812 3840 13.168
- 32 86250 24 0.0002782609 0.0005007816 4319 -2.920
- B3 87250 72 0.0008252149 0.0005569456 4859 3358
- 34 88300 72 0.0008154020 0.0006194087 5469 2341
- B85 90200 24 0.0002660754 0.0006888771 62.14 -4.838
- 36 92500 48 0.0005189189 0.0007661366 7087 -2717
- 27 QLA?L 24 00002515064 000D’RS20610 2121 -6 356




image9.png
> #CHISQ
> chisq_test=data.frame(graduation_data$DEATHS, graduation_data$EXPECTED)

> chisq.test(chisq_test)

Pearson's Chi-squared test

data: chisq_test
X-squared = 905.24, df = 50, p-value < 2.2e-16
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image12.png
> test=data.frame(observed,expected)
> chisq.test(test)

Pearson's Chi-squared test

data: test
X-squared = 61.169, df = 7, p-value = 8.814e-11




image13.png
> #SIGNS TEST
> positivee=count(graduation_data$zx>0)
> positivee
x freq
1 FALSE 20
2 TRUE 31
> binom.test(31,51,alternative = "less")

Exact binomial test

data: 31 and 51
number of successes = 31, number of trials = 51, p-value = 0.954
alternative hypothesis: true probability of success is less than 0.5
95 percent confidence interval:
©0.0000000 0.7228358
sample estimates:
probability of success
0.6078431
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> #CUMULATIVE DEVIATIONS

> cdt=((sum(graduation_data$DEATHS)-sum(graduation_data$EXPECTED))/sqrt(sum(graduation_data$EXPECTED)))
> cdt

[1] 18.84288




image15.png
#SERIAL CORRELATION TEST

z1x <- graduation_data$zX[1:50]
z2x <- graduation_data$zX[2:51]
correlationn=cor(zlx, z2x)
correlationn

[1] ©.1478209

> test_statistic=sqrt(51)*co

> test_statistic

[1] 1.055652

vV VVVY
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> #Importing CSV
> graduation_data=read.csv(file.choose())
> head(graduation_data,10)
AGE ETR DEATHS CRUDE GRADUATED EXPECTED ZX

1 25 78500 24 (2} 0 o o
2 26 80425 24 (2} 0 o o
3 27 81975 24 (2} 0 o o
4 28 83725 24 (2} 0 o o
5 29 84875 72 (2} 0 o o
6 30 85075 48 (2} 0 o o
7 31 85275 120 (2} 0 o o
8 32 86250 24 (2} 0 o o
9 33 87250 72 (2} 0 o o
10 34 88300 72 (2} 0 o o




image2.png
g str‘(gr‘;duation_data)

‘data.frame’: 51 obs. of 7 variables:

$ AGE : int 25 26 27 28 29 30 31 32 33 34 ...

$ ETR : int 78500 80425 81975 83725 84875 85075 85275 86250 87250 88300 ..
$ DEATHS : int 24 24 24 24 72 48 120 24 72 72 ...

$ CRUDE : int

$ GRADUATED: int
$ EXPECTED : int
$ ZX : int
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