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DATA 
CLEANING 

Given data has 19 variables. We are supposed

to predict default with the help of logistic 

regression.

Converting yes, no inputs of default column to

0, 1 using given code.



CHANGE FLAG 
VARIABLES INTO 

FACTOR 

Here, I changed all flag variables like character 

Variables into factor variables with given code.

With the help of sapply function, finding na values in

each column. Only years_at_residence contains 1320

na values.



REPLACING NA
AND CHECKING 

TARGET 
PROPORTION

With this code, na values are replaced by 

column mean

Data has perfect target variable proportion



DATA 
PREPARATION

With the help of library caret, splitting the data into

training and testing data.

Checking class proportion in training data.

Checking class proportion in testing data.



ITERATION 1

Fitting the logistic regression model of train 

data with the help of glm function.

Default is the response variable and rest of the

variables are predictors.

Here, family taken in binomial.



ITERATION-
1SUMMARY

At 5% level of significance, checking_balance, 

months_loan_duration, credit_history, amount..USD.,

employment_duration,years_at_residence, age, 

other_credit, existing_loans_count, dependants, 

phone are significant.

The model explains the data well since the 

value of residual deviance is lesser than null 

deviance.

AIC of the model is 4036.4



ITERATION 2

In the second iteration all the variables which 

Are significant are taken.

The model explains the data well since the

value of residual deviance is lesser than null 

deviance.



AIC value for iteration 2 is higher than iteration 1.

If vif > 2 then, there is presence of multicollinearity.

Credit_history, years_at_residence and employement

Duration shows multicollinearity. So these variables 

Will be dropped in nect iteration.



ITERATION 3

In iteration 3, most logical and intuitive 

variables were taken.

Those variables which don’t make sense were

Dropped. For eg phone.

At first credit history was showing

multicollinearity but now its not showing

Multicollinearity.

The model explains the data well since the 

value of residual deviance is lesser than null 

deviance.

AIC of the model is 4231.4

Also no sign of multicollinearity.



TESTS

1) Likelihood ratio test 

Since pcal < 0.05, we reject Ho and conclude that

model is a good fit.

2) McFadden’s pseudo R2 test

The value of McFadden’s pseudo is almost R2>0.2

indicating that the model is a good fit

3) Hosmer Lemeshow test

Since p value< 0.05, we reject Ho and conclude

that the model is a good fit.

4) Somer’s D test

Somer’s D value suggests that the model has a 

decent predictive ability. 



PREDICTION FOR 
TRAIN DATA AND 

CONFUSION MATRIX

Accuracy of 0.746 is pretty good.



PREDICTION FOR 
TEST DATA AND 

CONFUSION MATRIX

Again, accuracy of 74.94% is pretty good.



ROC CURVE OF 
TRAIN DATA



ROC CURVE OF TEST 
DATA



K FOLD CROSS 
VALIDATION



CONFUSION MATRIX 
AND ROC CURVE OF 

TEST DATA



BASIS  THE INFORMATION PROVIDED, L IST DOWN AND BRIEFLY EXPLAIN TH E STEPS YOU 
WOULD FOLLOW AS PART OF THE END -TO-END PROCESS TO DEVELOP THE IN TERNAL CREDIT 
SCORING MODEL FOR THE RETAIL  PORTFOLIO. 

1. Data collection process : Collecting raw data for model building.

2. Analysing, cleaning and aggregating data: As data is not clean, we have to clean the data, remove outliers and fill na values before

Proceeding to fit the model.

3. Splitting the data into training and testing.

3. Initial model running : Fitting the model from cleaned train data.

4. Variable selection : Selecting significant variables for next iteration. 

5. Checking for the signs of multicollinearity.

6. Performance testing : Checking predictive power of model.

7. Statistical testing : performing various statistical tests. For eg goodness of fit tests, multicollinearity tests, etc

8. Stress testing and sensitivity analysis 

9. Comparing actual vs predicted values with the help of graph.

10. Implementing the model.



ANALYS IS  AND CLEANS ING OF RAW DATA I S  CR IT IC AL  TO DEVELOP AN ROB UST MODEL . EXPLA IN THE  
DATA CLEANS ING, EXPLORATORY ANALYS IS  AND TRANSFORMATION ACTIV IT I ES  YOU WOULD PERFORM 
OUT AS  PART OF THE  MODEL  DEVELOPMENT EXERCISE . 

1. I would first set all flag variables into appropriate class. For eg, char into factor etc,

2. Then, fill missing values by mean or get rid of the rows which contains missing values

3. Then, check for outliers. If any outliers are present then I’ll get rid of them.

4. Checking summary of the data is also important.

5. If there is need of changing say date format then I will do it.

6. Merging  and aggregating data.

7. Separating two parts of single columns if necessary.

8. Renaming the columns

9. Selecting data according to given condition.



L IST DOWN AND EXPLAIN VARIOUS MODELLING METHODOLOGIES  /  FRAMEWOR KS THAT 
COULD BE ADOPTED FOR DEVELOPING THE CREDIT SCORING MODEL 

1. Simple linear regression: A statistical method to mention the relationship between two variables which are continuous.

Can be used if there are only two variables in question.

2. Multiple linear regression: A statistical method to mention the relationship between more than two variables which are

continuous. Here, more than one variables can be used to predict the target.

3. Decision tree regression: A tree-like structure is used in these decision tree models to build classification or regression-

related algorithms. Here the decision tree is incrementally developed by subsetting the given dataset into smaller chunks.

Each branch of the decision tree could be a possible outcome.

4. Logistic regression : Logistic regression is a statistical method for analyzing a dataset in which there are one or more 

independent variables that determine an outcome. The outcome is measured with a dichotomous variable in which there are

only two possible outcomes.



EXPLAIN THE ACTIVITIES & CONTROL -CHECKS YOU WOULD CARRY TO ENSUR E THAT 
EXPLANATORY VARIABLES SELECTED AS PART OF THE VARIABLE SELECTION PROCESS ARE 
OPTIMAL.

1. I will  check for significant variable. If any variable has p value more than 5%, then I will get rid of that variable.

2. If any variable shows multicollinearity it is sensible to remove that variable.

3. If some variables that are both are significant and don’t show multicollinearity but are not intuitively current will be removed.

4. It is necessary to check if selected variable don’t have any missing value or misplaced value or outliers. 



SUGGEST POSS IBLE USES  /  APPL ICATIONS OF A CREDIT SCORING MODEL ACROSS VARIOUS 
DEPARTMENTS IN A BANK 

1) Banks credit exposures typically cut across geographical locations and product lines. The use of credit risk models offers banks

a framework for examining this risk in a timely manner. These properties of models may contribute to an improvement in a 

bank’s overall ability to identify, measure and manage risk.

2) Credit risk models may provide estimates of credit risk which reflect individual portfolio composition. Hence, they provide  

better reflection of concentration risk compared to non-portfolio approaches.

3) This modelling methodology holds out the possibility of providing a more responsive and informative tool for risk 

management

4) The models offer the incentive to improve systems and data collection efforts

5) Also more accurate risk and performance-based pricing, which may contribute to a more transparent decision-making 

process.



THANK YOU


