
"Q1" 

set.seed(10221) 

X = rlnorm(1000,5,2.5) 

a = quantile(X,probs = c(0.25,0.50,0.75)) 

b = qlnorm(p = c(0.25,0.50,0.75),5,2.5) 

diff = a - b 

print(diff) 

   

Interpretation = there is very less difference between empirical quartiles and true quartiles 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

"Q2" 

data = mtcars 

model0 = lm(mpg ~ 1,data = data) 

model1 = update(model0,.~. +wt) 

model2 = update(model1 ,.~. + disp) 

plot(model1$fitted.values,type = "l",col ="red") 

summary(model0) 

summary(model1) 

summary(model2) 

anova(model1,model2) 

 

 

 

COMMENTS = “model0  there was no r sq as model without any independent variable  

 model1 r sq = 0.7528 which states it’s a significant model , adj r sq = 0.7446 

 model2 r sq = 0.7809 that’s not a significant increase at 5% los according to                                                                          

anova(model1,model2) “ 

                       

 

 

 

 

 



"Q3" 

set.seed(2919) 

s = rnorm(100,5,2.5) 

x = density(s) 

hist(s, freq = FALSE) 

lines(x$x, x$y, col = 2, lwd = 2) 

abline(v = 5,col = "blue" , lwd = 2, lty = 2 ) 

 

 

 

“We can reduce difference between both by increasing the sample size as larger the sample 

size more approximately it follows normal distribution” 

 

 

 

 

 

 

 



 

 

"Q4" 

m = matrix(c(0,739280, 

             1,185309, 

             2,23349, 

             3,1937, 

             4,114, 

             5,1, 

             6,3),ncol = 2,byrow = T) 

 

colnames(m) = c("X","Frequency") 

chisq.test(m) 

 

 

 

“As p value is less than 1% therefore this distribution comes from poisson distribution” 

 

 

 

 

 

 

 

 

 

 

 



 

"Q5" 

"a" 

library(MASS) 

data = Animals 

cor(data) 

 

Comment = “there is a weak negative correlation “ 

"b" 

cor(log(data)) 

 

 

Comment = “There is a strong positive correlation” 

 

"d" 

t.test(data$body,data$brain,alternative = "greater") 

 

 

Comment = “the mean Body weight is greater than mean Brain weight.” 

 

 

 

 

 

 

 



"e" 

par(mfrow = c(1,2)) 

qqnorm(data$body) 

qqnorm(data$brain) 

qqline(data$body) 

qqline(data$brain) 

 

 

 

Comment = “as we can see that qqline is almost covering all the points of body weight 

therefore we can conclude that body weight follows normal more than brain weight” 

 

 

 

 

 

 

 

 

 

 

 

 

 



"Q6" 

m = matrix(c(40,20,10,30,35,15,30,45,25),nrow = 3,byrow = T) 

colnames(m) = c("A","B","C") 

rownames(m) = c("SSC","GRADUATE","PG") 

cor(m) 

 

 

Comment = “we can see it is dependent on each other” 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



"Q7" 

spam = read.csv(file.choose()) 

spam$Spam = as.factor(spam$Spam) 

model = glm(Spam ~ .,data = spam,family = binomial()) 

summary(model) 

 

 


