Q1
1. A Stochastic Model has the capacity to handle uncertainties in the inputs applied. Stochastic models possess some inherent randomness - the same set of parameter values and initial conditions will lead to an ensemble of different outputs.
         Advantages of stochastic models:
1. Stochastic models can reflect real-world economic scenarios that provide a range of possible outcomes you may experience and the relative likelihood of each.
1. By running thousands of calculations, using many different estimates of future economic conditions, stochastic models predict a range of possible future investment results showing the potential upside and downsides of each.

1. 
The time spent in state H before the next visit to S has mean σ ^(-1) 
 Therefore a reasonable estimate for σ is the reciprocal of the mean length of each visit: = (Number of transitions from H to S)/(Total time spent in state H up until the last transition from H to S), although it would be equally valid to use the Maximum Likelihood Estimator, which is (Number of transitions from H to S)/(Total time spent in state H). 
Similarly for 𝜌 . 
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Q3
i), ii) 
	Process
	State Space
	Time Domain

	Counting Process 
	Discrete
	Discrete or Continuous

	General Random Walk
	Discrete or Continuous
	Discrete

	Poisson Process
	Discrete
	Continuous

	Markov Chain
	Discrete
	Discrete

	Markov Jump
	Discrete
	Continuous


iii) 
a) Number of times the account has been overdrawn since it was opened – Poisson Process / Counting Process 
b) Status (overdrawn, in credit) of the account on the last day of each month – Markov Jump Chain/ Counting Process 
c) number of direct debits paid since the account was opened – Poisson 
d) Status (overdrawn, in credit) of the account at any time since the account was opened. Markov Jump Process 

Q5
i) There is an explicit dependence on the past behavior of {Yj: j≤n}
in the probability distribution of Yn+1; further, Xn is nothing
but the sum of Yj. Hence the Markov property does not hold.
ii) In part i), we show that there is explicit dependence on the past
behavior of {Yj: j≤n} and hence the Markov property does not
hold, this implies that that sequence {Yn ; n ≥ 1} does not form
a Markov chain.
iii)The transition matrix is given by:
[image: ]
iv)
(a) The chain is time homogeneous since the transition
probabilities calculated in part i) is independent of time n.
(b) It is irreducible, since the number of errors can never go
down.
(c) There are no recurrent states; hence there can be no
stationary distribution.
Alternatively, if a stationary distribution π exists, it has
to follow:
π0p = π0
π0(1−p) + π1 pe^(−λ) = π1
π1(1−pe^(−λ))+ π2 pe^(−2λ) = π2
and so on.
Since p ≤ 1, we have π0 = 0 and then π1 = 0, etc. Hence, no
stationary distribution exists.
v) Probability of no further error is
(pe^(−jλ))n = pn e^(−njλ)

Q7
(a) The process may be expressed as a Markov chain by considering following states. Each state indicates the
current number of successive defeats.
State Number of successive defeats
1 0 – Not defeated last time
2 1 – Defeated in the last match
3 2 – Defeated in the last two matches
4 3 – Defeated in the last three matches
5 4 – Captain sacked
The transition matrix is as follows:
	0.7
	0.3
	0
	0
	0

	0.7
	0
	0.3
	0
	0

	0.7
	0
	0
	0.3
	0

	0.7
	0
	0
	0
	0.3

	0
	0
	0
	0
	1


b) A Markov chain is said to be irreducible if any state j can be reached from any state i. The above process is not irreducible as the captain, once sacked, can never become the captain again.
(c)
(i) The probability of remaining the captain for exactly four matches is given by:
[image: ]
(ii) The probability of remaining the captain for exactly five matches is given by:
[image: ]
(iii) The probability of remaining the captain for exactly seven matches is given by:
[image: ] (iv) The probability of remaining the captain for exactly nine matches is given by:
[image: ] (d) Define Ni = Expected number of matches as a captain given that the current state is i. Since the captain is newly
appointed, the variable N in the question is N1 as defined here.
We have:
N1 = 1 + 0.7 x N1 + 0.3 x N2
N2 = 1 + 0.7 x N1 + 0.3 x N3
N3 = 1 + 0.7 x N1 + 0.3 x N4
N4 = 1 + 0.7 x N1
Solving the above equations; we get:
N4 = 123.46
N3 = 160.49
N2 = 171.60 and
N1 = 174.94
Therefore, E(N) is 174.94 matches.



Q9
1. The state transition diagram is set out below:
[image: ]
1. We are to calculate for the % of corporate buyer having a target % for XYZ of 65%
• In 2 years time
• Over the long-run.
The state of the system after one year S1 = S0P
[image: ]
Hence the state of the system in 2 years time S2 = S1P
[image: ]
Hence the % of corporate buyer having a target % of 65% for XYZ in 2 years time is
36.15%.





The long run steady state can be found by solving the following equation:
				S = SP
[image: ]
Hence we have the five equations
[image: ]
Now from the first equation above,
[image: ]
[image: ]
c) The steady state proportion of customers having a 65% target allocation for XYZ Ltd is 35.59%.
It is noted that the initially this proportion is 45% and it quickly drops to:
1. 37.5% in one year’s time; and
1. 36.2% in two years’ time
It is, therefore, likely that the steady state shall be reached in a few years’ time.
Q11
1. If each room is represented by the state, then the transition matrix P for this Markov chain is as follows:
[image: ]
1. The chain is irreducible, because it is possible to go from any state to any other state. However, it is not aperiodic, because for any even n ,𝑃6,1 𝑛 will be zero and for any odd n 𝑃6,5 𝑛 will also be zero . This means that there is no power of P that would have all its entries strictly positive. 
1. For P to be stationary, πP = P 
Perform matrix multiplication and show that π P is equal to P 
1. We find from π that the mean recurrence time (i.e. the expected time to return) for the room 1 is 1/π(1)=12 
1.  Let, ψ(i) = E(number of steps to reach state 5 | X0 = i). We have ψ(5) = 0 ψ(6) = 1 + (1/2)ψ(5) + (1/2)ψ(4) ψ(4) = 1 + (1/2)ψ(6) + (1/2)ψ(3) ψ(3) = 1 + (1/4)ψ(1) + (1/4)ψ(2) + (1/4)ψ(4) + (1/4)ψ(5) ψ(1) = 1 + ψ(3) ψ(2) = 1 + ψ(3). [1.5] We solve and find ψ(1) = 7.


Q2
Ans-
[image: ]
[image: ]
[image: ]

Q4
Ans-
[image: ]
[image: ]
[image: ]

Q6
Ans-
a) A stochastic model is one that recognizes the random nature of the input components. 
A model that does not contain any random component is deterministic in nature. 
Advantages :-
 In a deterministic model, the output is determined once the set of fixed inputs and the relationships between them have been defined. By contrast, in a stochastic model the output is random in nature − like the inputs, which are random variables.
 A deterministic model is really just a special (simplified) case of a stochastic Model.
[image: ]

Q8
Ans-
[image: ]
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Q10
Ans-
[image: ]
[image: ]
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Match # #1 # # # #5 | Probability

Result NotLose Lose Lose Lose Lose

Probability 0.7 03 03 03 03| 0.00567
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Match # #1 #2 #3 #4 #5 #6 #1 | Probability

Result Any Any  NotLose Lose Lose Lose Lose

Probability 1 1 0.7 03 03 03 03| 0.00567
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x; = 0.6x;

Xy = 0.3%; + 0.7x, + 0.4x3 + 0.2x4
Xz = 0.1x; + 0.3x, + 0.4x5 + 0.5x,
Xq = 0.2x3 + 0.3x,4

X+ Xy +X3+x,=1
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Substituting this into the other equations above and rearranging we get
0.3x, = 0.4x5 + 0.2x, (1)
0.6x3 = 0.3x, + 0.5x4  (2)
0.7x4 = 0.2x5 3)

Xp+Xg+xp=1 “)

One of the above equations is redundant.
Hence we have

(x; = 0,%x, = 0.5423,x; = 0.3559,x4 = 0.1017)
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ii)

Consider a Markov chain taking values in the set S = 0,1, 2,3, 4}, where i represents
the number of umbrellas in the place where the Actuary currently is (at home or office).

If i = 1 and it rains then he take the umbrella, move to the other place, where there are
already 3 umbrellas, and, including the one he brings, therefore he will now have 4
umbrellas. Thus, py4 = p, because p is the probability of rain.

If i = 1 but does not rain then he do not take the umbrella, goes to the other place and find
3 umbrellas. Thus, p13=1-p=q.

However, if i=0, he must move to other place where 4 umbrellas are kept with probability
Poa=1

similarly for other states. The process is depicted by the following diagram.

@)

S ococoo
wae ooo
ovs oo
coxa o
coow ~

@
For stationary distribution TP = 1t

Writing the equations:

(4)q —1

(B)q +m(4)p 2
n(2)=n(2q +n(3)p 3
(1. +n(2p —a
0 +n(1)p 5

Substituting 1in 5

n(4) =n(4).q +1(1).p=>m (1) =1 (4). (1-9)/ p
=>mn(1)=n(4).p/ n(1)=m(4)
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Substituting 6 in 2

n()=n(3)lq +n()Lp =>n(4)=n(3)q +n(a)p
=>n(3)=n@).(1p)q => n(3)=n(4) 7

Substituting 7in 3
n(2)=m(2).q +mn(3)p=>n(2)=n(3).p/(1-q)
=>m(2)=n(3).p/(1-q) =>n (2) =1 (3). —8

Substituting 6 & 7 in 4

n@)=n(l)lg +n@.p=>n(4)=n(l)q +n(4)p
=>n(1)=n(4)(1-p)g =>mn(1)=n(4)

Therefore 1t (1)= 1t (2)= 1t (3)= 1t (4) = (0)/q

But 1t (0) + 7t (1) + 7t (2) + 7 (3) + 7 (4) = 1, substituting in terms of 1 (4)
n(a)q +4m(4)=1

Therefore 1t (4) =—=m (1)=n(2)=nt(3) and m (0) = %

L
e

@
He will wet every time he happens to be in state 0 and it rains. The chance he is in state 0 is
7 (0). The chance it rains is p. Hence Probability that he gets wet.

P(WET) = Probability of being in state 0 and its raining

.
P(WET) = 7Lop

@
PWET) = 0.6%0.4/(4+0.4) = 5.45%
If he want the chance to be less than 1% then, clearly, he need more umbrellas. So,

suppose he need N umbrellas. Set up the Markov chain as above and generalising, it is
clear that

()= 1 (2)= 0 (3)= 10 (4) e = T (N) = T (0)/1.
But 1t (0) + 7t (1) + 70 (2) + 70 (3) + 7 (4) .. 7 (N) = 1, substituting in terms of 1t N)

=>m(N)g +Nm(N)=1

i
>nN=7

Therefore probability of getting Wet P(WET)= p* t (0) = ﬁ
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For P(WET) < 1/100 => I’w’—; <1/100
N>100*p*q-q; given p=0.6,q =0.4
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N>24-04=23.6

Thus it is not worth to keep 24 umbrellas instead of 4 to reduce the probability of getting
wet from 6% to 1%. On the days he did not take the umbrella but it starts raining he may
buy a cheap (use and throw) umbrella from nearby local shop or take a cab/ other mode of
transport to office or borrow/ share an umbrella from some friend/ colleague using the
'same route or wait for the rain to subside etc. (any other suitable alternative is fine).
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Solution 7:

i) Past history is needed to decide where to go in the chain.

If a sportsmen is at A and his/her performance reduces, you need to know what level of
performance he was at the previous year to determine whether he o she drops one or two
levels. 2]

Page 8 of 15
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ii) The B level needs to be split into two.
B+ is the level with no reduction in performance parameter last year
8-is the level with reduction in performance parameter last year
These levels are for modelling purposes and not the actual levels.

21

The Process diagram is given below.

0.5

D o5 f ¢ 0.5

Nz 03

03

21

iv) The transition matrix is given by:

D C B+ B A
05 05 0 0 0

03 02 05 0 0

D
C
B+ |0 03 02 0 0.5
B- |03 0 02 0 0.5
A

0 0 0 03 07
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V) Stationary distributio

el

The stationary disctribution is the set of probabilities that satisfy the martrix equation
P with and additional condition ¥, 7; = 1
Written out fully, this set of matrix equation is

=

1Al

0.5 +0.3mc + 0.3m,_ » —a)
051 +0.2mc + 0375, c —b)
057 + 0.2, +0.2Mp_ = gy —0)
031, = mp_ —-d)
0515, + 057, +0.7m, =m, —e)
Substituting (d) in (e)
055, + 0.5+ 0.3m + 0.7y =1y
i)

Substituing 7, and , in (c) we get

=> 15, = 037,

Page90f 15

C14-0318

05mc +0.2 + 0.3, +0.2 + 03, = 037,

=> ¢ = 0.36m,
Substituing 7., e and s in (b)
057, + 0.2+ 0.36m, + 0.3 * 031,
=> 1, = 0.396m,

Substiting all in X 7; = 1

=0.36m, —b)

Ty + 03m, + 0.3m,+0.367,+0.3967,=1

2 my=0.42445
2 mp-=0.12733
2 mp. =0.12733
2 me =0.15280
>

7, =0.16808
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vi) Long run average contract value is
100% 1o + 120% Tic + 150% ( s + . ) + 175% Ta
=1.4762 million USD

[2]

vii) Let m; be the number of transitions ( and years) taken to reach level A from any current
level i. Then

mp =1+ 0.5mp + 0.5mc wl@)
me=1+02mg + 05mp, + 03mp . (b)
Mgy =1402mgy + 05my + 03me . ©
mp_=1+03mp + 0.5my + 02mp, . ©
my=0

from (a) we get,

mp=2+me

substituting in (b) we get,

me=1+02mg + 05mp, + 03(2+mc)
Mgy = mc—3.2

substitutingin (c),

mg, = 1+02mp, + 0.5m, + 03mc

me—32=1+02(mc—32)+ 03m¢

Page 10 of 15

1AL CT4 -0318

me =7.12 years
Therefore, my, = 2+m; =9.12 years

( note: this is an expected value and need not be rounded to integer number)
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Soln. 4
a). A stochastic model allows for the randomness of the input parameters.

Stochastic model have following advantage over deterministic model:
- a stochastic model provides the distribution of the results ( probabiliies and
variances) and not just a single best estimate.

- Stochastic model correctly reflects the random nature of the variables involved as
against deterministic one.

- Stochastic model allow to use Monte Carlo simulation which is a powerful
technique to solve complex problem.
b).
(i)  Assume that the functions p;j (s,t) are continuously differentiable, the transition rates
are defined by differentiation with respect to t.

1AL CT4 0509

o, (s){ didi(p,(s

(i) Since

> p,(s,f) =1wheresS - State Space

e

WehaveY o,(s) = > [d/d, p,(s.V].,

e e

=did, Y Py(s.t)

e

drd, (1)
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[}

The score currently stands at ‘Tie". Whosever wins the next point will move into a ‘Lead". If the
player in ‘Lead’ wins the subsequent point as well, he would win the tie-breaker. However, if the
player in ‘Lead loses the next point, the score would be back at ‘Tie'.

Since the probability of moving to the next state does not depend on the history prior to
entering the state, Markov property holds.

The state space is defined as follows:

State Descriptie

T Tie

Le Federer Leads
Ly Nadal Leads
Gr Federer Wins
Gy Nadal Wins

Alternative solution: It is possible to construct a Markov chain where the terminal state merely
indicates end of game without specifying who won. Full marks should be awarded to such
alternative solution. State space for such a solution would be:

State Description
Tie

Federer Leads
Nadal Leads
Game ends

oy -
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(i)

(i)

@)

The transition matrix is set out below:

0 055 045 O 0
045 0 0 055 0
055 0 0 0 045

0 0 0 1 0

0 0 0 0 1

Alternative solution: Transition matrix for the alternative solution stated above is set out
below:
0 055 045 O
045 0 0 055
055 0 0 045
0 0 0 1

Award two marks for clearly setting out the transition matrix. The transition matrix shall be

awarded marks in entirety, and zero marks to be awarded for where the transition matrix set
out is incorrect.

The chain is reducible as it has two absorbing states - Gr and Gn.

Absorbing states have no period and the other three states have a period of 2. Thus, the chain is
not a-periodic.

After two points from the tie, the tie-breaker would either be completed or be back to tie again.
The probability of returning to tie after two points s given by:

Probability of Federer winning the first point x Probability of Nadal winning the second point
;mhzhility of Nadal winning the first point x Probability of Federer winning the second point

0.55x0.45 + 0.45x 0.55
=0.495

‘We need to find number of such cycles of returning to tie such that

0.4957 =1-0.95

Solving the above equation:
o Jnoos
= o495 ~ ™

Since the game can finish in cycles of two points, the required number of cycles is 5 ie. 10
points.
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(v) After two points:
a. Nadal may have won the tie-breaker (probability of 0.2025 i.e. 0.452); or
b. Federer may have won the tie-breaker (probability of 0.3025 i.e. 0.552); or
c. Tie-breaker may have come back to tie (probability of 0.495).

Let Fr be the probability that Federer wins the tie-breaker that is presently tied.

Let Ny be the probability that Nadal wins the tie-breaker that is presently tied.

We have:

Nr= 02025 + 0.495 x Nr

Solving:

Nr= 0401

Probability that Federer eventually wins the tie-breaker is 0.599 (1-Ny). This can be verified by:
Fr= 03025 + 0.495 x Fr

Solving:
Fr=0599

Probability of Nadal winning a point is 0.45. However, in order to win the game, Nadal would
need to win at least two consecutive points at some point in the game. The probability of Nadal
winning two consecutive points is lower than the probability of him winning a point - this is
what one would reasonably expect.
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1 and its raining, then the shopkeeper takes his umbrella and moves to the other
place. When he reaches the other place (shop or home as the case may be), he will end
up with three umbrellas at that place.

If p is the probability of raining then the shopkeeper will carry the umbrella with
probabilty p f there are 1 or 2 umbrellas from where the shopkeeper is presently
starting.

If there are three umbrellas from where the shopkeeper is presently sarting, then
the probabilty of carrying umbrela is p' = 0251+ 3p) and probabilty of ot
carrying y an umbrellais 0.75(1— p).then.

P,y is the probability of carrying umbrela from state i to state .

Ths,

Pa=p

i = 1and it's not a raining and shopkeeper is not carrying an umbrella, he goes to.
the other place and find 2 umbrellas. Thus,

Pa=q
whereq=1-p

And staring from 3 umbrellas,

Py =p 02501+ 3p)

Pio=a’=075(1-p)

Continuing in the same manner | form a Markov chain with the following diagram:

1 »

0l Bl

‘The transition matrix s given by :

0123
00 0
00 qp
0 a0
7 ¥ 00

In order to find stationary distribution we solve the system of equations.
aP=n
motm Mty =1

ma= o +pmy
m=qmtpn

m=qm +pmy

Solving the last equation,
Weget mem;
Also,

2501 + 3p)my
0

Using this in the 37 we get,
2mtm tqm=1

L2501+ 3p)m,

+my 407
B Sqn;

[ S
Tx 25139+ p+ 0750

0750 p)
o = TX 251+ 3p) +p + 075pq
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Every time the shopkeeper gets wet when he happens to be in state 0 and it's
raining. The probabilty tha he s i state 0 i, and the probablity that s ainng.

isp.
Hence, the required probability is

0751 —p)p

P = 7% 25(1 + 3p) +p + 0750

Now we know that,p =

7
Hence, the required probabilty is 4.58%
1f 1 want the chance to be less than 2% then, clearly, I need more umbrellas.

0, suppose he needs N umbrellas. By following the same Markov chain (as above]
for N umbrellas, we find that

Also
025(1 +3p)my

And
mo=q my

Using this in the 37 we get,

W=Dm + i+ gy

0250143 .
w-1 ¥n~+m’+qz

(N = 1)025(1 + 3p) my + prew + pq'y = p

»

™S WD x 2501+ 3p) + p 1 07500

075p(1~p)

TS W D)X 25(1+3p) +p + 075

The Probabilty that the shopkeeper gets wet g, which i

07501~ pyp*
W-DX 250739 + 5+ 07500

5 we want the required probabity o be less 2%,
075(1 = pYp?< 2% (N — 1) x 25(1 + 3p) + p + 075pg}
7501~ P2 (N~ 1) x 25(1-+3p) +p + 075pg)
7501~ PP 05O ~ (1 +39) + 2p + 15pq

75(1 = p)p? — 2p — 15pq < 05N — 1)(1+3p)

Sapp-zpmispg

)

Solving the above equation gives N=7.

S01to reduce the chance of getting wet to less than 2% the shopkeeper needs 7
umbrellas.
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Match # #1 #2 #3 #4 | Probability
Result Lose Lose Lose Lose
Probability 03 03 03 0.3 | =0.3%4 =0.0081





