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D I S C L A I M E R

As per the new requirement, all banks are expected to
adopt either a standardised approach or an internal
model approach.  the credit risk board committee of the
bank has chosen an internal model approach for credit
risk assessment. 
This model would then be used by the bank to make the
credit decision. to check the creditworthiness of the
applicant for a loan, loan criteria, policy, rule. The models
provide information on the level of a borrower’s credit risk
at any particular time. 
If the lender fails to detect the credit risk in advance, it
exposes them to the risk of default and loss of funds.
Lenders rely on the validation provided by credit risk
analysis models to make key lending decisions on
whether or not to extend credit to the borrower and the
credit to be charged.
 In an efficient market system, banks charge a high-
interest rate for high-risk loans as a way of compensating
for the high risk of default.



OBJECTIVE 

Pinpointing the amount of risk that comes with
each loan is a difficult task. Some of the factors
that go into the complex credit risk calculation
include the probability of default, the amount of
exposure at the time of default, how much the
loan is expected to be worth at the time of
default, and the overall loss if there is a default.
to predict the likelihood of default, lenders
leverage historical data to guess how a consumer
will behave in the future. analyst create a model
that will identify the creditworthiness of loan
applicants.  determine the probability of default
of a potential borrower, to quantify the level of
risk if the borrower made any default. The rise of
analytics and Big Data have helped enhance the
process of credit risk measurement. By
leveraging data, there is less guesswork and
more science behind the ability to predict
whether someone will default on any given loan.



To produce an internal credit scoring model, we
have been given historical data of the loan
applicants. Data collection, exploratory data
analysis,  data cleaning was the priority. the
logistic regression model has been created to
check the significance of the variable. in this
model, we have chosen those variables which have
passed the underlying assumption. LR TEST,
pseudo r2, Hosmer Lemeshow test, Somer's D test
were tested to confirm the goodness of fit of the
model, i.e selected variables are added value to the
model are not insignificant.  the threshold for the
matrix was considered as 0.4, which is giving the
accuracy of 74% for the training and testing data
set. ROC, k fold cross-validation has been used to
estimate the accuracy of the model. decision tree
methods have also been performed to check the
best fit model and to analyse which model is
giving the highest accuracy 

SUMMARY 



DATA COLLECTION & EDA




Data collection is the primary and most important step for research,
irrespective of the field of research. The approach of data collection is
different for different fields of study, depending on the required information.
The most critical objective of data collection is ensuring that information-
rich and reliable data is collected for statistical analysis so that data-driven
decisions can be made for research. 

Exploratory data analysis (EDA) have been used for the initial analysis
and findings done with data sets, maximize insight into a data set,
uncover underlying structure, extract important variables, detect
outliers and anomalies, test underlying assumptions, develop
parsimonious models

The given data set contains character and numeric variables, for
decided purpose class type of some variables  has changed. "yes"
have been considered as "1' and "NO" as "0" 



MISSING VALUE:-  missing values occur when no data value is stored for the
variable in an observation. Missing data are a common occurrence and can
have a significant effect on the conclusions that can be drawn from the
data. insurance data contain 1320 missing values in the column of the year
at residence & we have replaced those values with the mean value of the
column. Missing data can be handled similarly as censored data. If values
are missing completely at random, the data sample is likely still
representative of the population. But if the values are missing
systematically, the analysis may be biased. 

DATA CLEANING 

The OUTLIER:-  An outlier can cause serious
problems in statistical analyses.  Given data set
contains typing error in the purpose variable as
"car0",  considering it as an outlier after its
comparison with other purposes, we have
replaced it with "car".  interpretation of
statistics derived from data sets that include
outliers may be misleading

FACTORS:-    we have converted variable default, phone, existing loan count,
dependent into class factors. no. fo financial dependency on loan applier, no. of
phones person owns, default status, exting number of loan cant be in integer
format. their value would be either 1 or 0. To create a factor variable we use the as. 
 factor function

The proportion of insurance data is about
70%-30%, stating that there are 70 % chances
that loan applier will not make default and
30% chances that will make default



LOGISTIC REGRESSION 
To create a parsimonious model, we have
utilised the existing data i.e. split data into
training and testing data set, training data
have been used for the variable selection
process and for the model. The test set is
used only at the conclusion of these
activities for estimating a final, unbiased
assessment of the model’s performance.

cust id, account no. , year at residence, housing,
job, dependent these variable shows
insignificancy in the model, as their p-value is
greater than 0.05, so we have removed those
variable in the model_2. also in model_2 
Null deviance: 5131.3  on 4199  degrees of freedom
Residual deviance: 3998.3  on 4170  degrees of
freedom, as lower the value of residual better the
model able to predict the value of response variable. 

MODEL_2

MODEL_1



ASSUMPTION OF LOGISTIC REGRESSION

Assumption of logistic
regression:- Logistic

regression assumes that there

is no severe multicollinearity

among the explanatory

variables. There are No

Extreme Outliers. There is a

Linear Relationship Between

Explanatory Variables and the

Logit of the Response

Variable. we have used a

Variance inflation factor
(VIF)to measure the amount

of multicollinearity between

variables. the decided

threshold was 2 . Variable

value above 2 consider a

multicollinear

variable.variable purpose and

amount USD showing the

multicollinearity as their value

is greater than 2 

In model 3 variable phone
was showing insignificancy
toward the model, and also
IN existing loan count
variable two out of three
value having their p-value
greater than 0.05 but still, I
have kept that variable
.Because unpaid dues are
always a concern for lenders,
repayment patterns.

MODEL_3



FINAL MODEL 

AIC
AIC test penalizes models which
use more independent variables
(parameters) as a way to avoid
over-fitting. AIC of the final model
is less than the previous model.
Lower indicates a more
parsimonious model, relative to a
model fit with a higher AIC.

VARIABLES 
default in repayment 

defaults mostly depend on the amount

held in current bank count, loan

tenure, credit history, the amount

held in saving account

employment duration, income, age,

other credit, existing loan count 

A healthy credit score can directly impact the rate of interest offered to the loan applier.
 existing loan counts are not a problem but these will help to identify the unpaid dues,
payment pattern, missing EMI. 
every lender sets minimum income criteria that should breach.
 Employment status is very important to consider to check does the applicant has a stable
job, steady flow of income. 
Age criteria need to get considered as lenders is concerned with how many years borrower
have left as a salaried or working profession or eligibility for loan during the early year of their
career.
other credits like a store or any other property are mostly security-based in which borrowers
get the loan so if the property worth is higher then the bank offers them a higher loan
amount so it's an important parameter to decide the loan amount. 
loan tenure is ideally considered as it affects the monthly instalment. 
current account and saving account can have a mild effect, as some banks do an enquiry
about healthy deposit and withdrawal history 

Akaike information criterion

but why these variables ???



STATISTICAL TESTING 
Goodness-of-fit tests are statistical tests aiming to determine whether a set of
observed values match those expected under the applicable model.  we have
used the following methods to check the goodness of fit of logistic regression:- 
likelihood ratio test, Hosmer-Lemeshow tests, Classification tables, ROC curves,
pseudoR2, Somer'd test. for statistical testing, considering the null hypothesis as
an unknown parameter is equal to 0.

likelihood ratio test shows that
the p-value is less than 0.05, so we
reject the null hypothesis,
conclude that model is a good fit.

McFadden's pseudo R2, values from 0.2-0.4 indicate excellent model fit. for
this model, the McFadden value is 0.2071, which shows that model is a
good fit.

The Hosmer-Lemeshow test (HL test) is a goodness of fit test for logistic regression,
especially for risk prediction models. p<0.05, we reject the null hypothesis, model is
a good fit. selected variable add value to the model.

Somers D to compare the predictive performance of models. Higher values indicate
better predictive performance. Somers d give the 59.69% value. which state concordant
pair are high than discordant pair, so the model has a decent predictive ability of 59% 






CONFUSION MATRIX

confusion matrix summarizes are the model’s predictions. It gives us the

number of correct predictions (True Positives and True Negatives) and the

number of incorrect predictions. for confusion matric ideal threshold

considered was 0.4. with this threshold, the model gives a good sort

accuracy and the highest number of true positives and negatives. accuracy
of the training and testing data set is 74%. 

A confusion matrix presents how a classification model becomes
confused while making predictions. A good matrix (model) will have
large values across the diagonal and small values off the diagonal.
Measuring a confusion matrix provides better insight in particulars of is
our classification model is getting correct and what types of errors it is
creating.



A ROC curve (receiver operating characteristic curve) is a graph
showing the performance of a classification model at all
classification thresholds. The ROC curve shows the trade-off
between sensitivity (or TPR) and specificity (1 – FPR). Classifiers
that give curves closer to the top-left corner indicate better
performance.

ROC CURVE

TRAINING DATA
SET 

TESTING DATA
SET 



K-FOLD CROSS-VALIDATION

K FOLD CROSS VALIDATION  gives better insight into data. in
this, we have set cross-validation with 5 folds because most
commonly it is set to 5 or 10. MODEL has an accuracy of 75%. 

 Receiver operating
characteristic
(ROC) metric to
evaluate the
quality of the
output of a
classifier using
cross-validation.



Decision Trees (DTs) are a non-parametric supervised
learning method used for classification and regression. The
goal is to create a model that predicts the value of a target
variable by learning simple decision rules inferred from the
data features problem of logistic regression being 

DECISION TREE

hard to interpret is much
more serious than it first
appears as compared to
logistic regression
decision tree gives better
accuracy of 77 % . 



APPLICATION

          Credit evaluation is one of the most
crucial processes in banks “credit management
decisions”. Credit and risk analyst knowledge
can help to identify the socioeconomic
background of the applicant; requests are
automatically processed through models of
credit scoring assigning default probabilities
based on some threshold that will be classified
as “good” or “bad.” It will help the bank for the
management of credit losses, for the
evaluation of new loan programs, risk-based
pricing that will lead to profit maximization.
The bank can use this model to assess
Individual customer scoring and enterprise
scoring the risk of bankruptcy and insolvency
can be examined with this model
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