Question 1
1. 
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Question 2
1. 
1-z-0.5z2+0.5z2=0
Rewriting in terms of X=(1-B)Y, we get



1. 

1. The model equation is: 





	   












	  


Question 3
1. 
1. 



∴it is ARIMA(2,0,1) process

1. 



1. 2 roots are -1±√6 
i.e. 1.4495 and -3.4495 both of which are >1 
∴Yt is a stationary process




Question 4 
1. AR(2) process


Using quadratic formula





1. 
Yule-Walker equations are:















Question 5
1. The model is
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Question 6
1. The purpose of a practical time series analysis may be summarized as follows:
1. Description of the data
1. Construction of a model which fits the data
1. Forecasting future values of the process
1. For vector time series, investigating connections between two or more observed processes with the aim of using values of some of the processes to predict those of the others
1. Deciding whether the process is out of control, requiring action

1.  AR(1) and random walk are Markov
MA(1) and AR(2) are not Markov

1. A
1. E[X(t)]=a+bt+E[Y(t)]
Since Y(t) is stationary, E[Y(t)]=c that does not depend on t
∴ E[X(t)]=a+bt+c, which depends on t
It follows that X(t) cannot be stationary 

1. E[∇ X(t)]= E[X(t)]- E[X(t-1)]=a+bt+c-[a+b(t-1)+c]=b
Thus, the mean does not depend on t








1. 








Question 7
1. 
1. Auto Regressive process (AR)
An auto regressive process with order p is a sequence of random variables (Xt) defined consecutively by the rule:


Thus the AR(p) model attempts to explain the current value of X as a linear combination of past values with some additional externality generated random variable
1. Moving average process (MA)
A moving average process with order q is a sequence defined by:

The MA(q) model explains the relation between Xt as an indirect effect, arising from the fact that the current value of the process results from the recently past random errors as well as the current one.
1. Autoregressive moving average process (ARMA) 
The two basic processes (AR and MA) can be combined to give an auto regressive moving average or ARMA process. The eqn is :

1. 
1. It is MA(1) process and hence it is stationary . Also, it is ARIMA(0,0,1) 
1. It is an ARMA(2,3) process.
This process cannot be differenced, so to classify it as ARIMA(2,0,3), we must check that it is I(0) i.e. stationary




1. It is an ARMA(2,1) process






1. The process is stationary as it is the sum of stationary white noise terms
The Autocorrelation function is:


 
 

		
 


 
   


	















Question 8
1. 


Using matrix notation we get,



The Eigen values of first matrix are given by the following equation,

Hence, 
Similarly for second matrix, 
As all the Eigen values are less than 1, hence the process is stationary.
1. (a)




Now, 
The characteristic equation is, 
To meet the stationary condition, 
Hence 
(b)
Now 

Taking co-variance with 


From (2), 	……..(4)
Substituting (3) in (1) we get,






	…(6)






Now Putting k = 0, we get















Question 9 (Doubt)

Question 10 
1. 
1. 
:

0. 


0. 

…,  

0. 



1. 



	… (1)

















Question 11
1. Purposes of a practical time series analysis:
1. description of the data
1. construction of a model which fits the data
1. forecasting future values of the process
1. deciding whether the process is out of control, requiring action
1. for vector time series, investigating connections between two or more observed processes with the aim of using values of some of the processes to predict those of the others
1. Univariate time series
A univariate time series is a sequence of observations  recorded at regular intervals. The state space is continuous, but the time set is discrete. Such series may follow a pattern to some extent, for example possessing a trend or seasonal component, as well as having random factors.

Invertibility
A time series process X is invertible if we can write the white noise term et as a convergent sum of the X terms. It can be shown that this is equivalent to saying that the roots of the characteristic polynomial of the e terms are all greater than 1 in magnitude. Invertibility is a desirable characteristic since it enables us to calculate the residual terms and hence analyse the goodness of fit of a particular model. 
Markov
A time series process X has the Markov property if:





1. Following two methods can be used to remove the seasonal variation
1. Seasonal differencing
Half yearly variations mean the period is two half years i.e. 
Hence, we can subtract the value from 2 half years age:

1. Method of moving average 
Half yearly variation mean the period is two half years i.e. 
We can find a symmetrical average of 2 terms about 

Following two methods can be used to remove any linear trend
1. Least square trend removal 
We can estimate  using least square regression method,
Determine  which minimizes 
Subtract the regression line from the observed values 
1. Differencing
Subtract the previous observed values

1. (a)








Now





Now, 









Hence, 




Question 12
1. Lack of stationarity:
1. Lack of stationarity may be caused by the presence of deterministic effects in the quantity being observed. For ex. Deterministic trend or cycle such as seasonal effects.
1. If the process observed is the integrated version of a more fundamental process.
1. For ex. A company which sells greeting cards will find that the sales in some months will be much higher than in others.
1. (a) 
Any of the below is a form of ARIMA(p,d,q) process


(b)
Main steps involved in Box-Jenkins methodology
1. Tentative identification of a model from the ARIMA class
1. Estimation of the parameter in the identified model
1. Diagnostic checks

(c)
If the sample auto correlation coefficients decay slowly from 1 then this indicates that further differencing is required. This is not the case for d=1, which means that the differencing of the original series is required once hence d=1.
Further the correct value of d minimises the sample variance. This also indicates that d=1.

(d)
Classify the time series as ARIMA(p,d,q)
1 	 
This is a MA(1) process and hence it is stationary. Therefore we can classify it as ARIMA(0,0,1) process.

2 	
This is an ARMA(2,3) process. This process cannot be differenced so we can classify it as ARIMA (2,0,3), we also must see if I(0) is stationary.
the characteristic equation of AR terms is

 both the roots of the characteristic equation are less than 1. We can not classify the process as ARIMA(2,0,3). Hence it’s a non-stationary ARMA(2,3) process.
	
This is an ARMA(2,1) process.
The process can be differenced as follows

 
(not able to solve further)



Question 13
1. A stochastic process is weakly stationary if it has constant mean and the 
covariance is constant for each fixed lag.
1. The moving average process is .
The man of the process is 
The variance:



The covariance




				
The covariance at higher lags is 0 since is no overlap between the Z’s. The covariance at negative lags is the same as those at the corresponding positive lags. Since none of this expression depends on n, it follows that the process is weakly stationary.
1. Write the model equation as

Where B is s the back-shift operator. The polynomial in B factorizes as 
Since one of the roots of the polynomial has magnitude 1, the process is NOT 
stationary.
1. The process X is ARIMA(1,1,0), so (1−B)X is AR(1). Define the process Y as Y
= (1 − B) X, and write this AR(1) process as (1 − .5B)Y = Z . 
According to standard formula, the autocorrelation at lag 1 is 0.5.

