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Methods of Machine Learning
Machine learning describes a set of methods by which computer algorithms are developed
and applied to data to generate information. This information can consist simply of hidden
patterns in the data, but often the information is applied to solve a specific problem. There are various methods involved in Machine Learning. We will look at the 4 main widely used methods.
· Supervised Learning: Supervised learning, also known as supervised machine learning, is a subcategory of machine learning and artificial intelligence. It is defined by its use of labelled datasets to train algorithms that to classify data or predict outcomes accurately. As input data is fed into the model, it adjusts its weights until the model has been fitted appropriately, which occurs as part of the cross-validation process. Supervised learning helps organizations solve for a variety of real-world problems at scale, such as classifying spam in a separate folder from inbox. 
 
· Unsupervised Learning: As the name suggests, unsupervised learning is a machine learning technique in which models are not supervised using training dataset. Instead, models itself find the hidden patterns and insights from the given data. It can be compared to learning which takes place in the human brain while learning new things. It can be defined as: Unsupervised learning is a type of machine learning in which models are trained using unlabelled dataset and are allowed to act on that data without any supervision. Unsupervised learning cannot be directly applied to a regression or classification problem because unlike supervised learning, we have the input data but no corresponding output data. The goal of unsupervised learning is to find the underlying structure of dataset, group that data according to similarities, and represent that dataset in a compressed format. 

· Semi-supervised Learning: In this type of learning, the algorithm is trained upon a combination of labelled and unlabelled data. Typically, this combination will contain a very small amount of labelled data and a very large amount of unlabelled data. The basic procedure involved is that first, the programmer will cluster similar data using an unsupervised learning algorithm and then use the existing labelled data to label the rest of the unlabelled data. The typical use cases of such type of algorithm have a common property among them – The acquisition of unlabelled data is relatively cheap while labelling the said data is very expensive. This method assumes continuity, cluster, and manifold assumption. The use case of semi-supervised learning is speech analysis, content classification, and protein sequence classification. Google, in 2016 launched a new Semi-Supervised learning tool called Google Expander.  

· Reinforcement Learning: Reinforcement learning is an area of Machine Learning. It is about taking suitable action to maximize reward in a particular situation. It is employed by various software and machines to find the best possible behaviour or path it should take in a specific situation. Reinforcement learning differs from supervised learning in a way that in supervised learning the training data has the answer key with it, so the model is trained with the correct answer itself whereas in reinforcement learning, there is no answer, but the reinforcement agent decides what to do to perform the given task. In the absence of a training dataset, it is bound to learn from its experience.
Having learnt about the methods of Machine Learning, let us look at the various models of Machine Learning.    
· Multiple Linear Regression Model: Multiple Linear Regression is one of the important regression algorithms which models the linear relationship between a single dependent continuous variable and more than one independent variable. It is a Supervised Learning method. Basically, Multiple Linear Regression is an extension of Simple Linear regression as it takes more than one predictor variable to predict the response variable. For e.g., prediction of CO2 emission based on engine size and number of cylinders in a car. In Multiple Linear Regression, the target variable(Y) is a linear combination of multiple predictor variables x1, x2, x3, ... ,xn. Since it is an enhancement of Simple Linear Regression, so the same is applied for the multiple linear regression equation, the equation becomes: y = A+B1x1+B2x2+B3x3+B4x4. The assumptions of Multiple Linear Regression are - a linear relationship should exist between the Target and predictor variables, the regression residuals must be normally distributed, and it assumes little or no multicollinearity (correlation between the independent variable) in data. 

· Logistic Regression Model: Logistic regression is one of the most popular Machine Learning algorithms, which comes under the Supervised Learning technique. It is used for predicting the categorical dependent variable using a given set of independent variables. Logistic regression predicts the output of a categorical dependent variable. Therefore, the outcome must be a categorical or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but instead of giving the exact value as 0 and 1, it gives the probabilistic values which lie between 0 and 1. Logistic Regression is much like the Linear Regression except that how they are used. Linear Regression is used for solving Regression problems, whereas Logistic regression is used for solving the classification problems. Logistic Regression can be used to classify the observations using different types of data and can easily determine the most effective variables used for the classification. Logistic Regression is a significant machine learning algorithm because it has the ability to provide probabilities and classify new data using continuous and discrete datasets. The equation of the model is: _________. 

· K-means Clustering: K-Means Clustering is an unsupervised learning algorithm that is used to solve the clustering problems in machine learning or data science. It is an iterative algorithm that divides the unlabelled dataset into k different clusters in such a way that each dataset belongs only one group that has similar properties. Here K defines the number of pre-defined clusters that need to be created in the process, as if K=2, there will be two clusters, and for K=3, there will be three clusters, and so on. It allows us to cluster the data into different groups and a convenient way to discover the categories of groups in the unlabelled dataset on its own without the need for any training. The k-means clustering algorithm mainly performs two tasks: determines the best value for K centre points or centroids by an iterative process and assigns each data point to its closest k-centre. Those data points which are near to the k-centre, create a cluster.

· Principal Component Analysis: PCA is an unsupervised learning algorithm. It is an algebraic technique for converting a set of observations of possibly correlated variables into the set of values of liner uncorrelated variables. All principal components are chosen to describe most of the available variance in the variable, and all principal components are orthogonal to each other. In all the sets of the principal component first principal component will always have the maximum variance.	The basic objectives of PCA are as follows: PCA is a nondependent method can be used for reducing attribute space from a larger number of variables of the set to a smaller number of factors, it is a dimension reducing technique but with no assurance whether the dimension would be interpretable, and in PCA, the main job is selecting the subset of variables from a larger set, depending on which original variables will have the highest correlation with the principal amount.  
