PAML Assignment - 1

What is meant by Machine learning?

It is a process how a system or machine improves with experience. It’s a type of AI that helps software apps to predict more accurate products/ output without any direct programming or explicitly told so.

It is a study of algorithms that can get more and more accurate results through experience and historical data. It helps find hidden patterns and solve problems, gain insights and make predictions.

Machine Learning can be thought of as the study of a list of sub-problems, viz: decision making, clustering, classification, forecasting, deep-learning, inductive logic programming, support vector machines, reinforcement learning, similarity and metric learning, genetic algorithms, sparse dictionary learning, etc. There are various type of applications of Machine Learning like web search engine, spam detector, face detector in photos, etc. 

Methods of Machine Learning

Machine learning describes a set of methods by which computer algorithms are developed
and applied to data to generate information. This information can consist simply of hidden
patterns in the data, but often the information is applied to solve a specific problem. There are various methods involved in Machine Learning. 

We will look at the 4 widely used methods: 

· Supervised Learning
Supervised learning, also known as supervised machine learning, is a subcategory of machine learning and artificial intelligence. It is defined by its use of labelled datasets to train algorithms that to classify data or predict outcomes accurately. As input data is fed into the model, it adjusts its weights until the model has been fitted appropriately, which occurs as part of the cross-validation process. Supervised learning helps organizations solve for a variety of real-world problems at scale, such as classifying spam in a separate folder from inbox. 

· Unsupervised Learning
It is a type of Machine Learning in which models are trained using unlabelled dataset and are allowed to act on that data without any supervision. This type of learning cannot be directly be put into a regression problem as there no specific output variable given. Its aim is to basically find the underlying dataset structure that are difficult for humans to process without visualizing in higher dimensions. It works explicitly on unlabelled data with very less user involvement.  This Learning is divided into two categories of algorithm: clustering and association Few real life examples can be said as finding customer sectors or different target group or reducing the difficult or features of a problem.

· Semi-supervised Learning
In this type of learning, the algorithm is trained upon a combination of labelled and unlabelled data. Typically, this combination will contain a very small amount of labelled data and a very large amount of unlabelled data. The basic procedure involved is that first, the programmer will cluster similar data using an unsupervised learning algorithm and then use the existing labelled data to label the rest of the unlabelled data. The typical use cases of such type of algorithm have a common property among them – The acquisition of unlabelled data is relatively cheap while labelling the said data is very expensive. This method assumes continuity, cluster, and manifold assumption. The use case of semi-supervised learning is speech analysis, content classification, and protein sequence classification. Google, in 2016 launched a new Semi-Supervised learning tool called Google Expander.  

· Reinforcement Learning
In this, machine Learning is basically attempting to find the best way to complete a goal or improve performance on a particular task. The algorithms work by choosing an action and observing the consequences of that action, with this it learns how optimal the result is. This is re-repeated over time and the right strategy is chosen. Trial error search and delayed reward are important characteristics of reinforcement learning. Video games, self-driving cars, YouTube ads are full of reinforcement learning. 


[bookmark: _Toc99583627]Supervised vs Unsupervised


	Supervised Learning
	Unsupervised Learning

	These algorithms are trained using labeled data
	These algorithms are trained using unlabeled data

	This model takes direct feedback for the output
	Unsupervised Learning model does not take any feedback.

	The input and output variables will be given
	Only the input data will be given

	The use training data to learn the best link between the input and outputs 
	They do not use output data

	They require supervision to train the model
	They do not require supervision to train the model

	This can be categorized into two:
Classification and regression
	This can be classified into again two:
Clustering and Association 

	This is highly accurate and trustworthy method
	They are less accurate method


	This includes algorithms like linear regression, logistic regression, decision trees etc.
	This includes algorithms like Clustering, K-Means, Hierarchical clustering etc. 
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Model for Supervised Learning

Logistic Regression Model

Logistic regression is one of the most popular Machine Learning algorithms, which comes under the Supervised Learning technique. It is used for predicting the categorical dependent variable using a given set of independent variables. Logistic regression predicts the output of a categorical dependent variable. Therefore, the outcome must be a categorical or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but instead of giving the exact value as 0 and 1, it gives the probabilistic values which lie between 0 and 1. Logistic Regression is much like the Linear Regression except that how they are used. Linear Regression is used for solving Regression problems, whereas Logistic regression is used for solving the classification problems. Logistic Regression can be used to classify the observations using different types of data and can easily determine the most effective variables used for the classification. Logistic Regression is a significant machine learning algorithm because it has the ability to provide probabilities and classify new data using continuous and discrete datasets. 

Model for Unsupervised Learning

Principal Component Analysis (PCA)

PCA is an unsupervised learning algorithm. It is an algebraic technique for converting a set of observations of possibly correlated variables into the set of values of liner uncorrelated variables. All principal components are chosen to describe most of the available variance in the variable, and all principal components are orthogonal to each other. In all the sets of the principal component first principal component will always have the maximum variance.	The basic objectives of PCA are as follows: PCA is a nondependent method can be used for reducing attribute space from a larger number of variables of the set to a smaller number of factors, it is a dimension reducing technique but with no assurance whether the dimension would be interpretable, and in PCA, the main job is selecting the subset of variables from a larger set, depending on which original variables will have the highest correlation with the principal amount.  

Image Classification

[bookmark: _Hlk99583736]It is a supervised Learning algorithm. It defines a set of target classes which is identified by images, trains them into models and differentiates them into label datasets. It is basically labeling the images into already pre-defined classes. Traffic control, facial recognition, brake light detection, etc. are few ways they are used by companies to reduce labor. 

