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(i)  The Chapman Kolmogorov equation is 

  



 

 

  



6] 

All three processes have a discrete state space.  

A Markov Chain and Markov Jump Chain both operate in discrete time but a Markov jump  

Process operates in continuous time.  

All have the Markov property which is EITHER that the future development of the process can 

be predicted from its present state alone, without reference to its past history. 

 

The Jump Chain obeys the Markov Property and behaves as a Markov Chain except when the  

Jump Chain encounters an absorbing state. From that time, it makes no further transitions,  

implying that time stops for the Jump Chain.  

The Jump Chain associated with X takes the same path through the state space as X does.  

The Markov Jump Chain and the Markov Chain are expressed in terms of probabilities  

whereas the Markov Jump Process is expressed in terms of rates. 

The Markov Chain can have loops in each state, the Markov Jump process cannot and the  

Markov Jump Chain only has loops on absorbing states.   
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