1) Read in the data file as a data table & fill in the entries for the CRUDE column in your table.
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2) Use Gompertz law to fill entries in the GRADUATED column in the data.
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3) Check for smoothness by applying the third differences to the crude and graduated rates and comment on your results.
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4) Calculate the values in EXPECTED and ZX values in the table. Hence, perform a chi-squared test to check goodness of fit between DEATHS and EXPECTED. You should specify the degrees of freedom used.
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5)   
a. Perform the standardised deviations test on the individual deviations, and comment on the-
[image: ]
i. The graph is wide compared to a standard normal graph.
ii. The values of the absolute deviations are very high relative to the expected value.
iii. The lower bound is approx. -2 and the upper bound is approx. 6. IQR is 8. There are some outliers on the lower side but none on the upper side.
iv. The graph is positively skewed. It looks like it is centered about 2.
v. The graduated rates do not represent the underlying mortality rates with accuracy.
b.  
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c.  
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d.  
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> table(cut(graduations$zZX, breaks = seq.int(from =

20,to = 20, by= 4)))
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> sign.test <- sign(graduation3zX)

> table(sign. test)

sign.test

11

20 31

> dbinom(31, 51, 0.5)

[1] 0.03423253

5% Since it's a two tailed test, at 5% significance Tevel, we accept the NULL hypothesis that
> # the data is a true representation of the underlying mortality rates.
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‘tota].observed <- sum(graduation3DEATHS)

total.expected <- sun(oraduationSEXPECTED)

2 <~ (total.observed-total.expected) /total. expected

prorm(-2)

[1] 0.4697653

> % At 5% significance level, we accept the NULL hypothesis that the data is a true
+ # representation of the underlving mortality rates.
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> EnvStats::serialCorrelationTest(graduationszx)

Rank von Neumann Test for Lag-1 Autocorrelation (Seta Approximation)

data: graduationszx
RN = 1.8376, p-value
alternative hypothesi
sample estinates:

rho
0.1475754

0.5614
: true rho is not equal to 0

Warning message:
In serialCorrelationTest. default(graduationszx)

4% of the observations are tied. The p-value may not be accurate.
> # At 5% significance Tevel, we accept the NULL hypothesis that the data is a true
> # representation of the underlying mortality rates.
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> graduation <- read.csv(rile.choosel))
> str(graduation)
‘data.frame’: 51 obs. of 7 variables:

s AGE int 25 26 27 28 29 30 31 32 33 34 ...
s Em int 78500 50425 51975 §3725 84875 85075 85275 86250 §7250 88300
S DEATHS  : dint 24 24 24 24 72 48 120 24 72 72 ...
SCRUDE  :int 0000000000
S GRADUATED: int 0000000000 .
S EXPECTED : int 0000000000 .
s zx :int 0000000000 ...

> graduationSCRUDE <- graduationSDEATHS/graduationSETR

> head(graduation, 6)

AGE  ETR DEATHS CRUDE GRADUATED EXPECTED ZX
1 25 78500 24 0.0003057325 o o

2 2680425 24 0.0002984147 0 00
3 27 81975 24 0.0002927722 0 00
s 2883725 24 0.0002866527 0 00
5 2984575 72 0.0008483063 0 00
6 30 85075 48 0.0005642081 o 00
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> gompertz <- Im(log(graduation$CRUDE)~graduationSAGE)
> gompertz

call:
Tn(formula = Tog(graduationSCRUDE) ~ oraduation$AGE)

Coefficients:
(Intercept) graduationsace
-11.0009 0.1063

> coef (gompertz)
(Intercept) graduationsace
-11.0008645 0.1062976

> 8 < exp(as.numeric(coef (gonpert2))) [1]

> C < exp(as.numeric(coef (gonpert2))) [2]

> <(8,0)

[1] 1.6687272-05 1.112153e+00

> graduationSGRADUATED <- round (8°CAgraduationSAGE, 6)

> head(graduation, 6)

AGE  ETR DEATHS CRUDE GRADUATED EXPECTED ZX
1 25 78500 24 0.0003057325 0.000238 00
2 26 50425 24 0.0002984147 0.000265 00
3 27 81975 24 0.0002927722 0.000294 00
4 2583725 24 0.0002866527 0.000327 00
5 20 82875 72 0.0008453063 0.000364 00
5 30 85075 43 0.0005642081 0.000405 00
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> 1Tl <= TunctionOOx[-1]-x[-lengthix)]

> Giff_crude <- round(diff1(diFFL(diFFL(graduationSCRUDE))) 1046, 0)

> diff_grad <- round(diff1(diff1(diff1(graduationSGRADUATED)))=1046, 0)

> #cbind(graduationSAGE [graduation$AGE<=72], diff_crude, diff_grad)

> head(cbind(graduation$AGE [graduation$aGE<=72], diff_crude, diff_grad))
aiff_crude Giff_grad

]2 -2
2.1 26 s H
B2 1412 0
(.1 28 1973 0
50128 3008 2
6.1 30 3628 E

> # The crude rates are much larger in magnitude and progress erratically.
> # The graduated rates are very small and progress regularly.
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> graduation3EXPECTED <- rounc(graduation3GRADUATEI

raduationselRr, 2)

> graduationszX <- round((graduationSDEATHS-gr aduationSEXPECTED) /sort (graduationSEXPECTED) , 3)
> head(graduation)

AGE _ ETR DEATHS CRUDE GRADUATED EXPECTED  2X

25 78500 24 00003057325 0.000238  15.68 1.231

o. o
2680425 24 00002984147 0.000265  21.31 0.583
27 51975 24 00002927722 0.000294  24.10 -0.020

25 83725 24 00002866527 0.000327  27.38 -0.646

29 84875 72 00008483063 0.000362  30.89 7.357

30 85075 45 0.0005642081 0.000405 34,46 2.307
chisq <- data.frame(graduationSDEATHS, graduationSEXPECTED)
chisa. test(chisa)

YVYoauhswnE

Pearson’s Chi-squared test

data: chisq
X-squared = 905.22, df = 50, p-value < 2.2e-16

> # degrees of freedom = 50




